
 

Ringteraction: Coordinated  
Thumb-index Interaction Using a Ring

 Abstract 
The thumb has the unique property of being opposable 
to the other fingers and is thus used to perform specific 
tasks such as grasping objects, which cannot be done 
otherwise. In this paper we present an interactive ring 
that takes advantage of this biomechanical advantage, 
by enabling thumb-index interaction. We propose a set 
of gestures involving the coordinated movement of the 
thumb against the proximal phalanx of the index finger 
that we call bi-digit interaction. Further, we present 
several scenarios where performing bi-digit interaction 
is quick, easy and advantageous for users. 

Author Keywords 
Joint interaction; Smartphone; Ring; Wearable 
Computing; Bi-digit interaction; Mobile computing.  

ACM Classification Keywords 
H.5.2 [User Interfaces]: Input devices and strategies, 
Interaction styles. 

Introduction 
The thumb is the only digit that is opposable to the 
other four fingers in a human hand and has two 
phalanges rather than three. Such unique properties 
make the thumb naturally useful for various forms of 
physical interaction. However, coordinated thumb-index 
interaction does not happen frequently on mobile 
devices, and is usually restricted to simple pinching 
gestures (zoom in and out). 
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In this paper we propose a new technique of utilizing 
thumb based gestures for digital interaction. 
Ringteraction (Figure 1) introduces an interactive ring 
worn on the index finger of the dominant hand and 
coupled with a mobile device. We use capacitive 
sensing on a side of the ring, to recognize thumb 
gestures performed against the index finger. This 
arrangement enables coordinated thumb-index 
interaction (referred to as bi-digit interaction in the rest 
of the paper) and demonstrates its unique advantages. 

We envision that an interactive ring can function both 
as a standalone device and as a companion to a larger 
device such as the mobile phone, a tablet, or a laptop. 
Ringteraction explores possible interaction scenarios in 
these two modes. In standalone mode, the ring acts as 
a wearable device that is always available and 
extremely easy to access. In companion mode, we 
leverage the unique localization of the ring on the index 
finger to propose one-handed parallel inputting 
capabilities: the thumb interacting on the ring and the 
index finger interacting on the mobile device. 

The contribution of this paper is threefold: 

1. We systematically investigated the set of the 
interaction possibilities between the thumb and 
index finger with an interactive ring and/or a 
touch-based mobile device. 

2. We designed and developed a custom 
interactive ring with display, processing power, 
touchpads, etc. 

3. We demonstrated the usage of Ringteraction in 
various practical applications we implemented.  

Related Work 
In review of the previous work we consider the large 
amount of work done chiefly in the fields of Dual Device 
interactions, Ring-based and Finger-based systems. 

Interactive Rings 
Rings as wearable devices have been considered for 
research since 1997 [6], but gained more attention in 
the last few years [1,8–10,12]. 

In many cases, the ring is used as a convenient 
tracking device for hand or finger motion [6,12]. This is 
usually achieved using accelerometers [6,16], 
gyroscopes [12] or magnetometers [4]. This kind of 
interaction proposes simple and eyes-free interaction 
but may lead to fatigue as it involves mid-air gestures 
of varying amplitudes. 

Other projects consider the ring as a proper input 
device. Nenya [1] and iRing [10] introduced a novel 
method of interacting by rotating the ring around the 
finger wearing it. A ring can also be used to transform 
the hand into an immaterial mouse, e.g. LightRing [8], 
or into a trackpad [7]. 

None of the proposed solutions take advantage of the 
unique properties of the thumb and do not investigate 
parallel input on both the ring and a mobile device. 

Dual-Device Interaction 
Many previous works investigated dual-device 
interaction. Works such as Duet [5] investigate the 
potential of multi-touch and multi-devices gestures with 
a mobile device and a smartwatch. Thaddeus [13] also 
proposes multi-devices interaction between a 
smartphone and a tablet.  

 

Figure 1. Workflow of Ringteraction. 
(a) The user is drawing in red; (b) 
by tapping on the capacitive sensor 
of the ring with their thumb, they 
change the color to blue and (c) 
start drawing in blue. (d) Hardware 
details of our prototype. 
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Finger interaction 
FingerPad [3] uses a small hall sensor grid, fixed at the 
back of the index finger tip, to track the movements of 
the thumb, against the index finger’s tip. Although this 
serves as a discrete method of controlling mobile 
devices remotely, it needs augmentation of both the 
index finger and the thumb. Moreover it cannot be used 
if the index finger is utilized in some other forms of 
interactions, such as pressing a switch or touching a 
mobile phone. 

NailDisplay [11] provides a secondary display on top of 
the nails to fight the problem of mobile screen 
occlusion. However this solution might not be always 
easily visible and might hamper normal usage of the 
finger, because of augmentation of the finger-tip 
region. 

NanoStylus [14] is a very small stylus mounted on the 
user’s finger that enables extremely precise pointing on 
small wearable devices such as a watch. Magic Finger 
[15] uses a micro-camera, turning any surface to a 
touch screen. 

None of these works actually considered the 
simultaneous use of a ring and a mobile device, such as 
a smartphone or a tablet. With Ringteraction, we propose 
a new interaction paradigm leveraging the capabilities of 
the thumb to interact with other fingers. 

Ring Prototype 
To realize Ringteraction, we created an interactive ring, 
and developed a software platform for the ring to 
interact with a tablet or a slate. 

Hardware 
We 3D printed a ring using PLA. The upper part of the 
ring contains dual layered PCBs within  35 × 28 × 16 
mm. The lower part of the prototype is shaped as a 
ring. 

The system is controlled by a PIC32MX470 
microcontroller. A small 0.96” OLED color display 
(SSD1331, 96 × 64 pixels) provides visual feedback. 
The fast computational capabilities of the core are 
advantageous for the touch sensing (using mtouch 
touch panels) and smooth animation display. The 
microcontroller is also interfaced to a Bluetooth low 
energy module (BLE 4.0) to communicate with the 
mobile device wirelessly. 

For thumb-based input we used two linear (1D) 
capacitive touch sensors (23 × 7 mm) attached side by 
side0. Each linear sensor can reliably distinguish up to 
100 different positions along the X axis. Limited 2D 
support can be achieved, with each sensor providing a 
different position on the Y axis. On The 2 sensors are 
fixed on the left side of the ring which is currently 
suitable for right handed users. The prototype is 
powered by two 3.7V 2000 mAh batteries. An additional 
universal asynchronous receiver/transmitter (UART) 
port is also provided for debugging purposes. 

Software 
The microcontroller is programmed using embedded C, 
utilizing various commonly available libraries for display 
driver control, UART control, etc. The ring is connected 
using a serial Bluetooth connection to Windows 8.1 
laptop with a 2.4 GHz Intel Core 2 Quad with 4 GB of 
RAM. This computer runs the experimental server 
written in Java that handles both serial connection and 
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