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Abstract 

The research in this dissertation developed and evaluated a new method for menuing interaction 

that is intended to be better suited than current methods with respect to mobile eyes-free 

scenarios. The earPod prototype was developed and then evaluated in a series of four 

experiments. In the first two experiments, earPod was first compared against an iPod-like 

(visual) interface and then against a fuller set of competitive techniques that included dual vs. 

single modality presentations, audio vs. visual modalities, and radial vs. linear mappings. The 

third experiment consisted of a longitudinal study designed to understand the learning patterns 

that occurred with these techniques.  The fourth experiment examined performance in a 

conventional (single task) desktop setting and in a driving simulator (i.e., a dual task situation 

where participants carried out the driving task while interacting with the mobile device).  

The results of these experiments, comparing earPod with an iPod-like visual linear menu 

technique on fixed-sized static menus, indicated that earPod is comparable both in terms of 

speed and accuracy. Thus it seems likely that earPod should be an effective and efficient eyes-

free menu selection technique. The comprehensive 3x2 study implemented in Experiment 2 

showed that the benefit of earPod was largely due to the radial menu style design. While 

performance using it was comparable in both speed and accuracy with the visual linear menus, 
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its performance was slower than for a visual radial style menu. In the multi-task simulated 

driving condition in Experiment 4, where concurrent tasks competed for visual attention, the 

eyes-free earPod interface was found to be beneficial in improving performance with respect to 

the safety related driving parameters of following distance and lateral movement in the lane. 

Thus auditory feedback appears to mitigate some of the risk associated with menu selection 

while driving. Overall, the results indicated that not only should earPod menuing be able to 

provide safer interaction in dual task settings, but also that, with sufficient training, audio only 

menu selection using innovative techniques such as those employed by earPod can be 

competitive with visual menuing systems even in desktop settings.  
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Chapter 1  
Introduction 

1.1 Overview 
As of this writing, billions of mobile phones, hundreds of millions of MP3 players, and many 

millions of other mobile devices (including various types of PDAs) are being used around the 

world. The mobile phone has become the most widely used computer platform, far outdistancing 

desktop and laptop computers in terms of the number of units in use. Mobile phones have 

capabilities that desktop computers don’t have and that laptops are only clumsy substitutes for, 

namely the ability to carry out computing functions anytime, anywhere (provided that service is 

available) with the possibility for a whole new set of services based on where the person is at a 

particular point in time. The possibilities for new forms of mobile computing seem almost 

endless. As one example, the combination of social networking software and locational 

awareness plus local business directories leads to whole new ways of meeting people, interacting 

with services and sharing experiences.  

In a decade or so the mobile phone went from being a curiosity to a necessity and it seems likely 

that in the next decade the mobile phone and similar mobile devices will emerge as fully 

functioned computing platforms. The mobile platform differs from the traditional desktop-centric 

computing environment in many ways. Not only are devices redesigned and packaged into much 

smaller form factors to achieve portability, they are increasingly used in a wide variety of 

different contexts and settings, ranged from offices to airports, subway trains, cars, streets, 

treadmills, etc. Mobile interface design has become increasingly challenging due to the different 

cognitive demands, physical constraints, and social constraints imposed by such diverse usage 

scenarios. Many of the mobile computing scenarios require multi-tasking where the primary task 

demands visual attention. Interacting with a visual interface in these scenarios creates 

competition for limited visual resources. For example, interaction with an iPod while driving 

may be distracting and constitutes a potential safety hazard (Salvucci et al. 2007). In addition to 

safety concerns and the problem of competition for people’s visual attention, there is also the 

issue that mobile devices tend to have small screens that are difficult to read in bright sunlight or 
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for people with somewhat impaired vision, including the elderly. Thus there is a strong 

motivation to create new kinds of interface, and auditory interfaces in particular, that can meet 

the special requirements of mobile computing.  

Today’s mobile devices tend to use similar interface widgets to those found in desktop interfaces. 

In many respects, mobile computer interfaces can be characterized as “shrunk-down” desktop 

interfaces. However, it seems unlikely that mobile computing interfaces that were carefully 

designed from the ground up would look like the desktop-legacy systems that are currently in use. 

Can mobile computing be re-invented with a more mobile-friendly, safe, and efficient interface 

that can work for a broad range of users? It is the belief of this author that not only is radical re-

thinking of the mobile interface possible, but necessary. However, the re-invention of mobile 

computing is a huge undertaking and far beyond the scope of a single Ph.D. dissertation. Thus 

the research reported below will look at the re-invention of a particular functionality within 

mobile interfaces, namely menu selection.  

One of the most fundamental tasks in interacting with computers is selecting from a set of 

alternatives (Foley et al. 1984), typically presented as some form of menu (Norman 1991). While 

current menuing techniques have been developed for use on desktop computers, new mobile 

computing platforms are now in general use, and menuing systems need to be adapted to the 

properties and requirements of these devices.  

Thus, it is important to find methods of menu interaction that are efficient and safe to use while 

mobile. This thesis presents a touch-based eyes-free menu selection technique called earPod. 

earPod is designed to minimized the delay caused by using audio as the communication media. 

It uses interruptible and non-speech audio to shorten the playback time, allowing users to skip 

ahead to items of interest. The system also follows a reactive interaction model, so that auditory 

items are played back as soon as the finger reaches their locations.  

 

1.2 Research Strategy 
The research carried out in this dissertation focused specifically on the design and testing of an 

appropriate menu selection technique for eyes-free interaction that can function effectively when 

utilized on a mobile device in the context of a visually-demanding primary task. In order not to 
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compete with the primary task for the visual channel, the design activity focused on a 

combination of haptic (touch) and auditory modalities assigned to the input and output aspects, 

respectively, of menu interaction. 

The design was jointly influenced both by the properties of the menu selection task and also by 

the properties of the auditory and haptic modalities. For instance, sound has a number of 

properties that makes its use as a sole source of feedback challenging. The temporal nature of 

sound requires users to rely on their short-term memory to compare and select objects. The 

temporal nature of sound (and speech) also means that it generally takes longer to provide 

feedback, as compared to vision. An additional property of sound is that we cannot close our ears 

if we are not interested in the information it provides (although we can wear earplugs) which can 

be beneficial in some situations (being able to hear alarms) but not in others (e.g., being 

distracted or annoyed by noise). Special care is needed in designing sound feedback so that it can 

be perceived relatively unobtrusively. All these factors make sound harder to control than vision.  

The eyes-free menu selection method that resulted from the design activity in this dissertation is 

a touch-input auditory feedback technique called earPod (Zhao et al. 2007). earPod provides 

users with audio feedback that is synchronously linked to touch input. earPod is intended to 

allow users to discover menus at their own pace. Seamless transition from novice to expert use is 

facilitated with an absolute radial menu layout that allows direct access to known items. 

Spatialized audio feedback additionally reinforces the mappings of items to a circular touch-

sensitive surface.  

Even given the constraints cited above there is a huge potential design space for eyes-free 

interfaces that use a combination of auditory and haptic modalities. The research strategy 

adopted in this dissertation was not to explore that design space broadly but rather to choose a 

promising region within that design space, then to iteratively design a specific prototype which 

could then be evaluated in a series of experiments.  

The research was carried out in the following steps: 

1. Define the research problem 

2. Define a general design concept 

3. Iteratively refine the concept through pilot testing with a series of prototypes until a 

workable prototype emerges that can be used in formal testing 
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4. Carry out a series of experiments to explore the properties of the prototype and how well 

it compares to competitor techniques 

5. Construct a set of design recommendations, based on the experimental results, that can be 

used in designing future eyes-free menu selection systems 

In this dissertation, the motivation for the design of the earPod is provided along with a 

description of the prototype that was used in this research. A detailed evaluation of the earPod 

prototype is reported as a series of experiments that were carried out in this dissertation to 

compare the effectiveness of earPod menu interactions to existing methods for visual and 

auditory menu selection. The main dependent measures considered in the experiments were 

speed, accuracy, and the rate and amount of learning. Since performance with an interaction 

technique may vary greatly with the skill of the user, learning effects, and the transition from 

novice to expertise performance was of particular interest in these studies.  

The first experiment compared the new earPod method against a dominant existing mobile menu 

selection method (as implemented on the iPod). It established that the new method could be 

competitive with existing techniques. 

The second experiment compared all six possible combinations of menuing methods constructed 

using three types of modality (audio, visual, dual) and two types of menu presentation (linear vs. 

radial).  

Due to the learning effects observed in the second experiment it became clear that a lengthier 

longitudinal study was required to see how learning stabilized over time and to further trace the 

transfer to expertise when using a novel menu selection method. This longitudinal study was 

carried out in the third experiment. 

In order to examine the properties of earPod interaction in a dual task setting, the fourth 

experiment looked at menu selection carried out during a simulated driving task. In this study, 

menu selection during simulated driving was compared with a desktop menu selection condition 

where menu selection was the primary and only task.  

Statistical analyses were used in this thesis to highlight interesting differences that provide 

insight into the design of eyes free menu selection. By convention a significance level of .05 was 

used in the ANOVAs and t-tests reported in this thesis to signal potentially interesting 
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differences. Since there were a number of statistical effects examined in each study, readers who 

are concerned about possible inflation of the family-wise alpha level (i.e., the likelihood that 

some of the tests reported as significant may be due to chance since the probability that at least 

one test will be significant by chance rises as an increasing number of tests are carried out) may 

choose to focus on effects that have a p-value of less than .01 in this dissertation.  

In conducting this research, many decisions had to be made about what research questions 

should be addressed in the experiments and how the experiments should be conducted. Given the 

novelty of the earPod method that was used, there was little in the way of theory to allow 

predictions to be made concerning the results that would be obtained under different conditions. 

Thus an explicit hypothesis testing approach to the analysis of the data has not been used. The 

intent of this research is to open up a new area of design and research for auditory based menu 

selection, and to provide preliminary findings concerning the viability of earPod menu selection 

under different conditions. 

One other technical issue was that three of the four experiments in this dissertation involved the 

use of repeated measures designs which are known to be susceptible to the effects of asymmetric 

transfer between conditions across different orderings (Poulton and Freeman 1966). Analyses of 

order effects were carried out to ensure that the results reported were not tainted by the effects of 

asymmetric transfer. The detailed analyses of order affects are reported in Appendix 1 and in 

cases where they cast doubt on the results using repeated measures analyses, their implications 

are also discussed in the corresponding experimental chapters in the body of the dissertation.  

 

1.3 Contributions 
This thesis has a number of contributions which are briefly noted here. A more detailed 

discussion of these contributions is provided in Chapter 8 of this dissertation. Contributions 1-3 

are on earPod methodology; contributions 4-7 relate to empirical results, and contributions 8-9 

are concerned with design recommendations.  

Contribution 1: Development of a method for unifying relative (gliding) and absolute (tapping) 

menu access in a circular touch input, whilst provide a smooth and seamless transition between 

those two methods of access. 
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Contribution 2: Development of an innovative eyes-free menu selection method with touch input 

and reactive audio feedback. 

 

Contribution 3. Development of a method for using continuous spatialized audio feedback during 

menu selection to reinforce the user's cognitive mapping between menu items and spatial 

locations on the touchpad. 

 

Contribution 4. Demonstration, through experimental results, that performance with the earPod 

method was generally comparable with performance obtained using a visual linear menu. 

 

Contribution 5.Demonstration, through experimental results, that learning was greater in the 

earPod condition than in the visual menu selection conditions. 

 

Contribution 6. Demonstration, through experimental results, that earPod menu selection 

outperforms other techniques in the context of a visually demanding primary task. 

 

Contribution 7. Demonstration, through experimental results, that transition from novice to 

expert performance in earPod menu selection can be relatively fast, but is dependent on the 

number of menu items to be learned. 

 

Contribution 8. Derivation of a design recommendation to use visual menus under single task 

settings, and to use auditory menus in a dual task setting when a visually demanding primary 

task is involved. 

 

Contribution 9. Derivation of a design recommendation where earPod or visual radial menus 

are recommended for menus with a static structure and a maximum breadth of 12 or less. 

 

1.4 Roadmap 
The remainder of this document is organized as follows. Chapter 1 introduces the motivation for 

the research, reviews the state of the art, and discusses the problems and challenges for mobile 
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interaction. Chapter 2 reviews the past literature. Chapter 3 introduced the earPod technique and 

its design rationales.  Chapter 4 presents the first study that was carried out (published at the CHI 

2007 conference). Chapter 5 introduces the findings and results for the 3x2 user (second) study. 

Chapter 6 investigates the learning behavior of earPod and a set of related techniques in a 

longitudinal study (third study). Chapter 7 extends the study of these techniques in dual task 

simulated driving environment (fourth study). Chapter 8 concludes the thesis with contributions, 

design recommendations, limitations, and future work. 
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Chapter 2  
Background and Literature Review 

2.1 Introduction 
While selection in hierarchical menus has been extensively studied, little if any of that research 

has involved eyes-free menu design; however, the respective research literatures on eyes-free 

interaction and on hierarchical menu selection provide some guidance for design of eyes-free 

menu interactions. In this chapter, section 2.2 reviews the relevant literature on menu design; 

section 2.3 discusses research on eyes-free interactions; and section 2.4 concludes the chapter by 

summarizing the lessons learned from previous research. 

2.2 Menus 
Menus are commonplace in today’s computer interfaces. Menus facilitate selection (indicating 

objects from a set of alternatives), which is one of the elemental tasks1 in Graphical User 

Interface (GUI) (Foley et al. 1984).  They are so fundamental that they become an integrated part 

of today’s GUI standard, signified by the letter “M” in WIMP2.  

Menus as a linking construct between users and system commands have three essential 

properties that distinguish them from command language: guided interaction, recognition-based 

memorization, straight-forward yet constrained user input (Norman 1991). These properties help 

prevent errors that would otherwise be caused by guessing the syntax and spelling of command 

languages, and users are spared the trouble of having to read documentation so as to learn the 

terms and syntax for invoking functions. As a result, menus score much higher than command 

languages in terms of ease of use (Norman 1986).  

                                                 
1 Text (entering symbolic data), select (indicating objects from a set of alternatives), position 
(pointing to a screen coordinate), and quantify (specifying an exact numeric value) are the 
elemental tasks for GUI, as defined by Foley et al.  
2 WIMP stands for window, icon, menu, and pointing device 
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The structure of a menu can be as simple as a list of items (single menu), or as complex as a 

multilevel hierarchy where leaf items are selected by traversing a path through the tree 

(hierarchical menus). This section focuses on hierarchical (multi-level) menus because: 1) single-

level menus are rare in today’s increasingly complex systems. 2) Discussion of hierarchical 

menus will implicitly include the single-level menus nested within them.  

Many factors contribute to effective design for hierarchical menus, including: style of 

presentation, organization of structure and content, learnability, and design for novice and expert 

behaviors. In the following discussion, Section 2.2.1 describes the two major styles of menu 

presentation and lists some of their variants; section 2.2.2 reviews strategies to optimize menu 

hierarchies; section 2.2.3 discusses aspects related to menu learning and approaches to 

accommodate novice and expert behaviors. 

2.2.1 Menu styles 

Many menus have been developed for diverse applications and platforms. They can be classified 

under different systems but the research in this dissertation focused on two contrasting menu 

styles, i.e., linear style menus vs. radial style menus. linear style menus lay out their items 

linearly (or relative to each other) where the accessing cost to each item is different (Figure 2.1 

left); radial style menus lay out the items radially in a polar coordinate system where there is a 

constant distance from each item to the center of the circle in which the menu is embedded 

(Figure 2.1 right). Items in linear menus are also relative to each other in the sense that they have 

to be traversed sequentially in order to reach the target item. In contrast, items in radial menus 

have absolute locations in the sense that, with sufficient skill and knowledge, users can go 

directly to the target item without having to traverse through other items on the way. In this 

dissertation, the linear vs. radial terminology will be used throughout for distinguishing between 

menu types. However, it should be kept in mind that linear menus are also relative, and that 

radial menus are also absolute. 

Callahan et al. (1988) summarized the pros and cons for each style. Linear style menus are easier 

for arranging items and they are more flexible in the number of choices allowed in a single 

menu/submenu. They are also more familiar to users (Sears and Shneiderman 1994). However, 

because items are lay out sequentially, access time to each item is uneven: depending on the 

initial placement of the cursor, items closer to the cursor are quicker to select than items further 
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away. Radial style menus, on the other hand, lay out items equal-distance from the center and 

require constant access time. On average, radial style menus have better performance than linear 

style menus (Callahan et al. 1988; Kurtenbach and Buxton 1994). However, placing labels in a 

circular layout requires more space (Figure 2.1 right), and the number of items allowed in one 

circular array is typically limited to no more than 12 items due to performance concerns 

(Kurtenbach and Buxton 1993; Zhao and Balakrishnan 2004; Zhao, Agrawala, and Hinckley 

2006). 

 

Figure 2.1: A typical linear menu (left), and a crude radial menu (right) (After Callahan et 

al. 1988). 

Variants of linear style menus are commonly used in commercial applications (e.g., the 

start/system menus in Windows or Apple’s series of operating systems, application menus in 

Microsoft Office, etc.). A considerable amount of research has been carried out on specialized 

techniques for improving the efficiency of linear menu selections: e.g., distributing items 

according to their frequency of use and dividing menu item lists into two areas with easier access 

for high frequency items (Sears and Shneiderman 1994); Cockburn and Gin (2006) introduced a 

method that made items easier to access by enlarging the active areas in cascading menus; 

Ahlstroem et al. (Ahlstroem, Alexandrowicz, and Hitz 2006) shortened users’ access time by 

predicting users’ intentions and jumping ahead. 

Variants of radial style menus are popular in the research community. For example, Pie Menus 

(Callahan et al. 1988) have been used in many research prototypes (e.g., Lin et al. 2000), as well 

as some open source applications (e.g., the easy gesture plug-in in Mozilla Firefox). Tracking 
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Menus (Fitzmaurice et al. 2003) and Trailing Menus (Forlines et al. 2006) are radial style menus 

suitable for large display applications. Tracking Menus also appear in Alias’s product Sketch 

Book. Flow Menus (Guimbretiere and Winograd 2000) and Control Menus (Pook et al. 2000) 

combine command selection with parameterization. Compound-stroke Marking Menus 

(Kurtenbach 1993) is part of the commercial 3D modeling application – Maya. Marking menus 

are also used in research prototypes such as InkSeine (Hinckley et al. 2007). 

Most of the prior research on menu design has focused on visual menus. A comparison of linear 

and radial styles of menus in the auditory domain had yet to be investigated prior to this 

dissertation.  

2.2.2 Menu architecture: breadth vs. depth tradeoff 

Menu designers need to choose the internal hierarchical structure in addition to the overall 

presentation style. This section introduces related research about choosing the optimal menu 

architecture. 

The number of items allowed in branches (or sub-branches) is the menu breadth while the total 

number of levels within a hierarchy is the menu depth. Breadth and depth can be adjusted; for 

instance, the same menu hierarchy can be either broad and shallow or narrow and deep according 

to designers’ needs.  

Researchers are interested in a variety of questions concerning the breadth vs. depth tradeoff, 

such as the following. Which is more preferable, breadth or depth? Are there any limits in 

breadth or depth? Are there optimal combinations of breadth and depth, and if so, what are they? 

For example, a menu hierarchy with 64 terminal nodes may be arranged in the forms of 26, 43, 82, 

or 641; which configuration yields the best performance and is the most preferred by users?  

Numerous other menu architectures may be compared such as 4x16 vs. 82, and 16x4, or 16x32 vs. 

32x16. How do modalities of feedback and menu styles affect the breadth vs. depth tradeoff? 

Researchers have found that the effect of menu architecture on menu selection performance 

varies between the auditory and visual modalities. Thus each of these modalities will be 

considered separately in the following subsections. 
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2.2.2.1 Visual menus 

For visual menus, it is generally believed that breadth is preferred over depth. Landauer and 

Nachbar (1985) used a simplified model that combines Hick-Hyman Law (Hick 1952; Hyman 

1953) and Fitts Law (Fitts 1954) to analyze the relationship between breadth and depth on menu 

selection using touch screens. They concluded that increasing breadth generally results in better 

overall performance than increasing depth.  

Landauer and Nachbar tested their theory via an experiment with 4096 items arranged in breadth 

2, 4, 8, and 16, respectively. Their results showed that a breadth of 16, the maximum breadth 

they tested, had the best overall performance. Other studies have drawn similar conclusions. 

Snowberry, Parkinson, and Sisson’s experiment (1983), Schultz and Curran’s study (1986), and 

Larson and Czerwinsky’s research (1998) all obtained results favoring breadth over depth. 

Although increasing breadth yields theoretical benefits, maximum breadth is constrained by 

screen real estate as well as system power. When the hierarchy is large, the limited screen space 

prevents displaying all items legibly. Similarly, items may take too long to be drawn in a slow 

system. Under these cases, maximum breadth needs be adapted to the available resources.  

The balance of the menu structure appears to be useful in determining the optimal configuration 

of a menu. Kiger (1984) comparing 82, 16x4, and 4x16 menus, finding that a more balanced 

design, 82, was preferable to the less balanced ones (4x16, 16x4). In the case of 16x32 vs. 32x16 

structures, when both design are equally balanced, Larson and Czerwinsky (1998) suggested that 

the quality of categorization may be an important factor in determining the performance of 

different menu structures. 

Sometimes, the breadth vs. depth tradeoff can also be affected by the ability to acquire the target 

efficiently and accurately. For a radial style menu, increasing the menu breadth reduces the 

angular space allotted to each item and makes each item more difficult to select. In the case of 

Compound-stroke Marking Menus (Kurtenbach 1993), it has been found that the breadth for 

each level is preferably 8 or less. For a breadth-8 menu, depth is preferably no more than 2 levels; 

otherwise, menu selection accuracy drops to below 90%.  

The depth limitation can be alleviated by altering the input method for making the selection. 

Zhao and Balakrishnan (2004) have proposed breaking compound selection strokes into a 
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sequence of inflection-free strokes with pen lifts between each straight line stroke (Figure 2.2 a). 

Such Multi-stroke Marking Menus allow users to work with breadth-8 menus up to depth-3 (512 

items), at an accuracy rate of 93%.  

In both cases, the amount of breadth that can be used is limited by users’ ability to perform the 

gesture efficiently and free of errors. By altering the gestures, Polygon Menus (Figure 2.2 c) 

extend the breadth limit to 16, and Zone Menus (Figure 2.2 b) further pushes the limit to 32 

(Zhao et al., 2006). Both types of menu expand the breadth while still providing good speed and 

accuracy.  

 

Figure 2.2: A number of variants of marking menus are illustrated here. a) Orientation-

based multi-stroke marking menu, b) Zone menu, c) Polygon menu (After Zhao, Agarwala, 

and Hinckley 2006) 

2.2.2.2 Audio menus 

When a visual interface is available, visual menus are typically used. Audio menus are generally 

used when a visual display is not available, or in an eyes-free setting. Guidelines for visual menu 

design often cannot be applied to auditory menus since rapid scanning of items “at a glance“ is 

no longer feasible. It has been suggested that the breadth of auditory menus is constrained by 

working memory (Marics and Engelbeck 1997; Balentine and Morgan 1999; Cohen, Giangola, 

and Balogh 2004; Schumacher, Hardzinski, and Schwartz 1995). 

A number of researchers (e.g., Marics and Engelbeck 1997; Balentine and Morgan 1999; Cohen, 

Giangola, and Balogh 2004; Schumacher, Hardzinski, and Schwartz 1995) have proposed that 

the optimal breadth for auditory menu is around 4-5 or less, mainly based on the lower bound of 

the 7 +/- 2 working memory span (Miller 1956). It is assumed in these analyses that users need to 
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remember all the items in their working memory in order to make an auditory menu selection, 

and that more than 5 items may over-tax users’ memory capability.  

However, Commarford et al. (2008) have recently proposed that users do not need to remember 

all the items in order to make a selection. In their model, instead of remembering all the items, 

users only need to keep the best matching candidate in the working memory, and choose to hold 

or discard later choices as they are compared to the best one. Their model suggests that users 

only need to place 1 to 2 items in their working memory to perform a selection. Based on their 

analysis, the breadth of auditory menu may be unlimited. However, the experiment carried out 

only used 11 highly familiar terminal nodes, which were relatively short and which could be 

“chunked” into higher level units. Further research is needed to investigate the relationship 

between breadth and depth for auditory menus over a range of menu content types and 

presentation conditions. 

2.2.2.3 Summary 

For visual menus, it is generally believed that breadth is preferable over depth. However, no 

consensus has been made for that of auditory menus. Issues such as the quality of menu 

categorization, order of the menu items, balance of breadth and depth in the hierarchy, 

availability of system resources such as screen space and computational power, and nature of the 

interaction techniques all take part in determining the optimal arrangement of menu items. In 

addition, general issues such as human perceptual, memory, motor capabilities, application 

specific issues such as the quality of categorization labels, as well as personal issues such as 

individual differences are relevant to the relationship between menu architecture and selection 

performance, but are outside the scope of the dissertation research reported in subsequent 

chapters. 

2.2.3 Menu experience   

When users first encounter a new menu technique, selection performance is often slow and 

cautious. Through time and usage, users gradually learn the menu structure and the acquisition 

technique, and accumulate confidence. Over time they tend to become more expert in terms of 

how they interact with the menu. Once they have completely learned the structure of a menu, 

their efficiency will increase. The following section reviews research about the process relevant 

to the acquisition of expertise in menu selection. Section 2.2.3.1 discusses the learning curve 
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which can be used to model a wide variety of learning behavior (Newell and Rosenbloom 1981). 

Second 2.2.3.2 talks about the importance of novice and expert behavior and how can we design 

interfaces to accommodate these behaviors and provide a smooth transition to expertise. 

2.2.3.1 Power law of practice 

Mathematically, the power law of practice states that the relationship between a performance 

measure (e.g., speed) and a measure of experience (e.g., number of trials) is a power function. Its 

formulas are summarized below. 

      

    

   

where B is the range of learning, N is the trial number, E is the number of previous practice trials, 

and ,  are the learning rate parameters (after Ritter and Schooler 2001). The most accurate 

among these formulas is the full power law formula, but several terms in it are difficult to 

calculate, and the minimum reaction time (asymptote) is typically only observed after more than 

1000 trials (Newell and Rosenbloom 1981); therefore, the simple power law formulas (that do 

not include the previous practices) are widely used instead as a good enough approximation 

(Ritter and Schooler 2001). 

The power law has been observed in a wide variety of contexts. The implication of the power 

law is that performance on most tasks improves with practice, and that the rate of improvement 

starts high and then decreases over time to a point where learning is no longer observed and an 

asymptote is reached. The learning of almost all HCI tasks (e.g., Wigdor and Balakrishnan 2003; 

Castellucci and MacKenzie 2008) seems to follow this pattern, and this type of learning curve 

has also been observed for menus (Parkinson, Sisson, and Snowberry 1985).  

With practice, many aspects of a menuing system can be learned, including: association of menu 

items with commands, learning where a submenu is nested or learning the entire hierarchical 

structure, association of menu item with response codes, and physical actions required to make 
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responses (Norman 1991). Menus with different learning components tend to exhibit different 

learning curves (McDonald, Stone, and Liebelt 1983).  

One can accelerate the learning process by increasing the mental effort required to use an 

interface, especially when learning spatial locations. Cockburn et al. (2007) showed that a more 

effortful interface can help users to learn spatial locations faster.  

Various ways can make the interface more effortful to use, such as demanding extra physical 

movement (e.g., frost browsing, Cockburn et al. 2007), introducing waiting time (e.g., Marking 

Menu, Kurtenbach 1993). However, efforts need to be carefully controlled since difficulty can 

induce frustration and discourage usage. Certain techniques, although they increase the overall 

efforts, have been found to be ineffective in facilitating learning, such as delaying the visual 

feedback of menu appearance for learning the hotkeys (Grossman, Dragicevic, and Balakrishnan 

2007).  

Real world learning curves are not always smooth and continuous. Most users typically face 

many tasks, and usage of a particular technique may be inconsistent. In such cases, the recorded 

learning curves may be interrupted. For instance, Kurtenbach and Buxton (1994) observed that 

users often fall back to novice behavior after a period of interruption.  

2.2.3.2 Design for novice and expert behaviors 

Ideally, user interfaces need to be both easy to use for novice users and efficient for expert users, 

and they should provide a quick and smooth transition between the two types of behavior. 

However, in reality, there may sometimes be a tradeoff between simplicity and power (Nielsen 

1992).  

One solution for accommodating both experts and novices is to provide alternative strategies for 

novice and expert behaviors (Shneiderman 2004). An example of this strategy is demonstrated 

by menus and hotkeys. Menus are easy to use and novice friendly, but less efficient; hotkeys, on 

the other hand, are fast to access and suitable for expert users. However, since alternative 

strategies can be quite different, if not designed carefully, transition from novice to expert 

behavior can be difficult. Because hotkeys are designed to use completely different physical 

actions on a different input device, they are often neglected and not remembered by users 

(Grossman, Dragicevic, and Balakrishnan 2007).  
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One exception that combines ease of use with efficient expert access is demonstrated by 

Compound-stroke Marking Menus (Kurtenbach and Buxton 1993; Kurtenbach and Buxton 1994; 

Kurtenbach, Sellen, and Buxton 1993), a variant of pie or radial menu. Compound-stroke 

Marking Menus integrate the novice and expert behaviors into a single system. Menu selection 

can be made by either selecting an item from a popup radial menu, or by making a straight mark 

in the direction of the desired menu item without popping-up the menu. Novice users unfamiliar 

with the menu structure can see choices via the popup radial menu after dwelling and holding the 

pen for 1/3 of a second. As users gain more experience, they can select the menu items using 

marks only, without waiting for the menu to popup, and significantly increase the speed of 

selection (up to 3.5 times faster than both linear or pie menu). Compound-stroke Marking menus 

support hierarchies where novice users select items like a hierarchical pie menu and expert users 

make “zig-zag” compound marks to select from multiple levels of submenus (Figure 2.3).  

Instead of using two different approaches, the fast and efficient expert behavior of Compound-

stroke Marking Menu uses the same motion as is used in novice behavior. Each time a menu 

item is selected in the novice mode, the physical motion for selecting the same item using expert 

behavior is rehearsed. As a result, the novice-to-expert transition happens seamlessly.  

 

Figure 2.3: Demonstration of the novice and expert behavior in Compound-stroke Marking 

Menu a) select a second level item “Fruit & Veg” using a popup hierarchical radial menu. 

b) the same selection using a mark. (After Kurtenbach and Buxton 1993) 
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A similar design principle has been adopted in Multi-stroke Marking Menus (Zhao and 

Balakrishnan 2004), Zone and Polygon Menus (Zhao, Agrawala, and Hinckley 2006), Wave 

Menus (Bailly, Lecolinet, and Nigay 2007), Flower Menu (Bailly, Lecolinet, and Nigay 2008) 

and ShapeWriter (Kristensson and Zhai 2004).  

However, it can be overly restrictive to force the novice and expert behavior to use the same 

actions. As long as novice and expert behavior is carefully designed, and a smooth and seamless 

transition is provided between those two types of behavior, using two separate strategies can be 

effective, as demonstrated later in this dissertation.  

The above section summarized the related research in menu design. In the following section, I 

will discuss relevant research in eyes-free interaction.  

 

2.3 Eyes-free interaction 
Eyes-free interaction refers to interaction with computing devices/interfaces without visual 

attention. The research literature in non-visual input and output is reviewed in section 2.3.1, after 

which eyes-free applications are discussed in section 2.3.2.  

2.3.1 Eyes-free I/O 

While research in non-visual input and output is a large topic and covers numerous possibilities, 

this dissertation chooses to emphasize the specific combination of touch-based gesture input with 

auditory output. Combining gesture input with auditory output is a relatively new research area; 

nevertheless, initial exploration by Pirhonen et al. (Pirhonen, Brewster, and Holguin 2002) has 

shown its effectiveness and potential. In this section, relevant literature on this topic is reviewed. 

Section 2.3.1.1 discusses gesture input; section 2.3.1.2 talks about touch input; section 2.3.1.3 

reviews transfer functions; and section 2.3.1.4 covers auditory output. 

2.3.1.1 Gesture input  

Internal sensations of body posture, motion, and muscle tension (Burdea 1996; Gibson 1962) 

allow users to sense how they are moving using kinesthetic feedback (i.e., direct awareness of 

motions being performed). Consequently, some gestures can be reliably performed without 



19 

visual feedback after practice. Examples of such gestures include Unistroke -- a stylus-based 

touch typing technique (Goldberg and Richardson 1993), Marking Menus and its variants 

(Kurtenbach 1993; Zhao and Balakrishnan 2004; Zhao, Agrawala, and Hinckley 2006; Oakley 

and Park 2007) , EdgeWrite (Wobbrock et al. 2003), and ShapeWriter (Kristensson and Zhai 

2004).  

However, since gestures are not self-revealing (Hinckley et al. 2005; Kurtenbach and Buxton 

1991; Hinckley et al. 2007) and need recognition, computing systems are required to provide 

feedback in order to teach users about their existence and train users to perform them correctly. 

All previously mentioned techniques use visual feedback to inform and guide users; therefore, 

these gesture techniques are not “purely” eyes-free. Eyes-free use only happens when users have 

completely learned these gestures. One reason that most interfaces train users visually is because 

visual feedback is often more effective in providing spatial information as compared to audio 

(Cohen et al. 1989). It has been shown that relatively complex gestures such as signatures can be 

difficult to learn without visual guidance (Plimmer et al. 2008). Nevertheless users are capable of 

performing certain gestures using only non-speech audio (Pirhonen, Brewster, and Holguin 

2002). Thus true eyes-free interaction using gesture input is feasible and will be utilized in the 

research reported later in this dissertation. 

2.3.1.2 Touch-sensitive Input  

Gestures can be modeled using position, velocity, and acceleration information of their 

trajectories (Hong and Landay 2000). Reliable recognition of gestures often requires robust 

sensing techniques. While techniques such as computer vision (e.g., Cao and Balakrishnan 2003) 

have shown great potential, manual input devices are often preferred due to their availability, 

cost, and robustness. Commonly used position and motion-sensing devices include mice, 

trackballs, joysticks, and touch-sensitive devices (Hinckley 2001).  

Although mice, trackballs, and joysticks each have their advantages in specific contexts, they are 

relative pointing devices that can only sense motion and acceleration, and this limits their 

potential to recognize gestures. Touch-sensitive devices (tablets or touch screens), on the other 

hand, support both relative and absolute pointing (Hinckley 2001), enabling them to be used in 

creating a variety of gestures. In the following section, properties and related research of touch-

sensing devices are reviewed.  
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Touch-sensitive devices can be defined as horizontal or near horizontally positioned flat digital 

surfaces that can sense the position of fingers. A number of properties make them particularly 

attractive for eyes-free interaction (Buxton et al. 1985).   

 They require no intermediate devices such as pucks or stylus to operate, which simplifies 
interaction; 

 Their operation is motion and vibration resistant, which is ideal for all type of stable or 
dynamic environments;  

 They offer multi-touch capability, which allows them to support complex gestures;  

 They are light-weight and can be easily integrated with smooth-surface devices.   

The ability to sense both position and motion allows touch-sensitive devices to support both 

continuous gliding gestures and discrete clicks via tapping (Zhao et al. 2007). Touch sensing 

devices can be combined with other input devices. Hinckley and Sinclair (1999) combine touch-

sensing capability with mice and keyboard to create touch-sensing input devices that are capable 

of a variety of new tasks. A similar approach has also been demonstrated by Rekimoto et al. 

(2003) in their PreSense technique. Touchpad can be modified to support active tactile feedback 

(Enns and MacKenzie 1998), which can be potentially useful to complement or even replace 

audio feedback for eyes-free operations. 

Touch sensing has been used in many mobile research prototypes. Innovative usage of touchpad 

including placed them into the back of cell phones in the Behind Touch prototype (Shigeo, Isshin, 

and Kiyoshi 2003), and to the back of a bendable computer for 2D positioning by Schwesig and 

colleagues (Schwesig, Poupyrev, and Mori 2004). Touch sensing devices can also be used on 

both the front and back side of a device, such as the hybrid touch system (Sugimoto and Hiroki 

2006)  

Touch-sensing devices have also been widely used in commercial systems. Motorola has begun 

to support touch-based gestures with the capacitive phone keypads in the Motorola A668 phone 

(http://direct.motorola.com). Synaptics’ also demonstrated similar features in their MobileTouch 

technologies (http://www.synaptics.com). As mentioned earlier, ClickWheel is a hybrid 

keypad/touchpad input device that has become an integrated part of the iPod success story 

(Figure 2.4).  
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Figure 2.4: Apple’s ClickWheel is a hybrid input device that combines touchpad with 

keypad. 

Despite its advantages, a touch-sensitive tablet has the limitation that clicking via tapping or 

double tapping can be accidentally triggered (MacKenzie and Oniszczak 1997). Like trackballs, 

the small size of touchpads necessitates frequent clutching, and touchpads can be awkward to use 

while holding down a button, unless the user employs his/her other hand (Hinckley 2001). 

However, the many unique advantages of touch sensitive input devices counteract some of these 

issues, making those devices promising platforms for implementing eyes-free interfaces.  

2.3.1.3 Transfer functions 

Regardless of which input devices are used, the data directly obtained from those devices is 

typically transformed in some way so that the device can be more reliably and intuitively 

controlled (Hinckley 2001). The dynamic relation between displacement of a control device and 

the resulting behavior of the system being controlled can be described as a transformation 

functions, or order of control. As described in detail by Jagacinski and Flach (2002), the control 

order refers to the number of integrations between the control input to a device and the resulting 

output of the device. Depending on the number of integrations between the input and output, the 

system can be classified as zero-order, first-order, second-order, or higher orders. Most input 

devices use zero-order, or first-order control, which are typically referred to as position control 

and rate control, respectively.  

Position control directly maps the movement of the human operator to the movement of the 

object. Rate control, on the other hand, maps human action to the velocity of the resulting object 
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movement. In most tracking tasks, position control and rate control are typically recommended 

in preference to higher order control (such as acceleration control) (Zhai and Milgram 1998).  

Position control is generally regarded as more isomorphic, or direct, and more "intuitive" for 

humans to operate. The majority of studies comparing position and rate control have concluded 

that position control is superior. However, rate control provides the advantages of better filtering 

of involuntary noise, smoother movement, and an unlimited operating range (Zhai 1995).  

Position control is often the preferred transfer function when circumstances permit. However, 

when facing footprint constraints, or large data size requirements, or when it becomes difficult to 

map application parameters directly to sensory properties, then a rate control technique may be 

preferred. 

2.3.1.4 Auditory output 

In addition to input techniques, interfaces need some form of output feedback to guide and 

inform users. Haptic (or tactile) output is one possibility. Haptic output is by nature a “private” 

display and can communicate information even in noisy environments (Wagner et al. 1999; Luk 

et al. 2006). However, most users are not familiar with haptic-based languages such as the 

Braille alphabets, making it difficult to act as an independent output modality.   

Auditory output, on the other hand, may utilize both speech and non-speech audio, allowing it to 

communicate a rich set of information to users. Sound can travel in space and is ommidirectional, 

making it particularly suitable for delivering important messages like alarms and alerts.  

Despite having these advantages, sound also has a number of intrinsic properties that raise 

difficulties for using it as an independent feedback modality in computer interfaces as noted 

earlier in Chapter 1 of this dissertation. In particular, the serial and temporal nature of 

information presentation makes audio-based interfaces reliant on, and constrained by, human 

short-term memory capabilities. Short term memory is limited both in capacity and duration (G 

Miller 1956; L. Peterson and M. Peterson 1959). To avoid rapid forgetting, auditory messages 

need to be constantly rehearsed (Klatzky 1980). Moreover, sound can be annoying since we 

cannot close our ears in the same way we can close our eyes (Gaver 1997).  
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While screen real estate is the constraining factor for visual interfaces, for auditory interfaces, 

time is a limiting factor (Stifelman et al. 1993) because audio messages take time to play back. 

Various strategies can be used to increase the time efficiency of audio messages. Two of them, 

interruption and substitution, will be discussed below.  

2.3.1.4.1 Interruption  

Interruption can be applied at sentence or paragraph level, for partial sentences or paragraphs 

often provide enough information for users to decide whether or not to keep listening. In 

Interactive Voice Response systems (IVR), this feature is called barge-in (or “cut-through”) 

(Mane et al. 1996). Since audio messages are typically long, barge-in saves time by allowing 

experienced users to interrupt the current message and proceed to the next. Barge-in requires 

systems to keep listening to users’ input even they are busy. Most IVR systems (Walker et al. 

1998; Yankelovich, Levow, and Marx 1995) respond to either key presses or speech 

interruptions. 

Interruption can also be applied at the word level. This is possible because humans often infer 

words from incremental phonetic information. It has been shown that listeners can identify words 

without listening to the entire word (Marslen-Wilson 1987; McClelland and Elman 2002). Words 

with more distinctive phonetics in the first few syllables are easier to distinguish and have a 

higher probability to be understood when they are partially heard.  

The ability for humans to understand partial sentences or words has implications in designing 

both the content and the interaction for auditory interfaces. When composing auditory messages, 

it is beneficial to place the distinctive and important words earlier in a sentence. At the word 

level, preference should be given to phonetically more distinctive words. When designing 

interaction techniques, it is important to allow interruption at both the sentence/paragraph level 

and the word level. 

2.3.1.4.2 Substitution 

Another time reduction strategy is substitution: using shorter auditory messages to replace longer 

ones. A common strategy involves using much shorter non-speech audio segments to represent 

equivalent messages using speech (e.g., Brewster 2003). This strategy is similar to the use of 

space efficient icons to represent labels in graphical interfaces. This approach was first 
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introduced by Gaver and colleagues (Gaver and Smith 1991; Gaver 1989), who designed an 

auditory system called Sonic Finder for the Apple Macintosh computer using everyday sound to 

represent objects, tasks, and events. These symbolic sounds, which are analogous to what they 

represent, are called auditory icons. Since their introduction, auditory icons have been widely 

used. However, one problem with auditory icons is that it can be difficult to find suitable iconic 

sounds for events in an interface since they might not correspond to a sound-producing event in 

the real world that can be easily mapped to corresponding interface actions or states. 

To overcome this limitation, Blattner et al. developed earcons (Blattner, Sumikawa, and 

Greenberg 1989), and the earcon approach was later extended by Brewster et al (1993). Earcons 

are auditory messages consisting of music or synthetic sounds that can provide navigational cues. 

Earcons were found to help navigation even for hierarchies (those with twenty-seven nodes) 

using auditory interfaces, and could be effective in a lower-quality audio environment (Brewster 

1998), as well as for PDAs in the mobile environment (Brewster and Cryer 1999). 

However, by themselves, auditory icons or earcons are limited in the amount of information they 

can convey to users. They are typically intended as information that is complementary to a 

primary source of information presented in written language, or as spoken words. In an audio 

menu system, non-speech audio may be used together with speech to balance understandability 

and efficiency for the system.  

2.3.1.4.3 Spatialization 

In addition to increase time efficiency, spatialization is another property of sound that can be 

used to enhance the effectiveness of auditory based interfaces.  

The fact that humans have two ears allows them to detect the direction and location of auditory 

signals to varying extents (based on a variety of factors including the hearing ability of the 

person and the type of sound). Spatialization can be simply achieved by manipulating mono 

voice streams to incorporate Interaural Time Differences (ITDs) and Interaural Intensity 

Differences (IIDs), the two major binaural cues for localizing sounds on the left-right axis 

(Bernstein 1997). Our ability to locate sounds on the two other axes uses more complex 

mechanisms and supporting it would require sophisticated signal filtering methods (such as Head 

Related Transfer Functions) as well as individual calibration (Bernstein 1997).  
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Audio as a feedback channel has been used widely prior to this writing. However, audio has a 

number of properties that makes it as a sole source of feedback challenging (Gaver 1997). 

Auditory interfaces need to carefully manage the duration of their messages, for time is a scarce 

commodity. In the following section I consider applications that primarily use auditory feedback.  

  

2.3.2 Eyes-free applications 

Audio-based interfaces are predominantly used in two niche areas: interfaces for the visually 

impaired (section 2.3.2.1) and applications for mobile computing (section 2.3.2.2). Each area is 

briefly reviewed below.  

2.3.2.1 Interfaces for the visually impaired 

Research has long been carried out for creating auditory interfaces for the blind. These interfaces 

aim to help blind people with a number of tasks such as the Soundtrack system (Edwards 1989), 

which assists blind users in editing, and Emacsspeak (Raman 1996), which uses speech to 

provide content and feedback to support use of the EMACS editor. Other research has addressed 

the problem of communicating graphical information to the blind. Kennel developed the 

AUDIOGRAF system (1996) to display 2D graphs using music. IC2D (Kamel and Landay 2002) 

is a grid-based auditory interface to allow the visual impaired to perform drawing tasks. Other 

systems were designed to assist blind people to navigate through Windows systems. For instance, 

the Mercator project (Mynatt and Weber 1994) used a hierarchical tree to organize the desktop 

widgets, and allow blind users to navigate the widgets without any spatial pointing devices.  

Commercial screen readers such as Jaws3 and Windows Eyes4 combine window navigation, web 

browsing, and content reading to allow blind users to experience most features out of a computer.  

Audio feedback can be combined with haptic output since simple haptic constrains such as raised 

edges or tactile landmarks can help people to orient in a fixed space (e.g., EdgeWrite). The 

Textual and Graphical User Interfaces for Blind People (GUIB) project directly mapped the two-

                                                 
3 http://www.freedomscientific.com/fs_products/software_jaws.asp 
4 http://www.gwmicro.com/Window-Eyes/ 
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dimensional graphic user interface into new input/output devices using spatial audio and a haptic 

tablet (Mynatt and Weber 1994). Rassmus-Grohn et al. (2007) designed an audio-haptic drawing 

program for the visually impaired. “McSig” (Plimmer et al. 2008) is a multimodal environment 

that combines haptic and audio output to teach visually impaired on how to handwrite characters.  

Accessible interfaces are typically built to “enable” the visually impaired to use functionalities 

and features available for sighted people. They are designed for a specific user group and often 

not intended for the general population unlike the mobile audio-based interfaces as described 

below.  

2.3.2.2 Mobile audio applications 

Recently, mobile computing has become increasingly popular. Mobile computing may be 

defined as “using computers while moving or being moved”5 or “using a computing device while 

in transit”6. Many things change when we are moving in a dynamic environment; instead of 

having dedicated attention, we have to distribute our cognitive and physical resources among a 

number of time-sharing tasks (Pascoe, Ryan, and Morse 2000; Oulasvirta et al. 2005). Visual 

attention is often not available to operate the computing devices while mobile. Audio-based 

eyes-free interaction becomes attractive in mobile environments. Multiple Resource Theory 

(Wickens 2002) suggests that using auditory output for the secondary task may alleviate 

interference in a dual task setting where the primary task is visually demanding.   

Much of the earlier work in this area has considered task-specific audio-based mobile 

applications. VoiceNotes used a hand-held portable audio note-taking device to capture and 

organize short spoken notes. NewsComm, designed by Roy and Schmandt (1996), allowed users 

to select and navigate structured audio in a mobile environment. In NewsComm, annotations, 

created using automatic pitch analysis on the data, were added to the structured audio for easier 

navigation and selection. Although primarily audio-based, these systems did not allow 100% 

eyes-free interactions. Operating both VoiceNote and NewsComm required some kind of visual 

feedback and was not strictly eyes-free.  

                                                 
5by Merriam Webster Dictionary 
6 by PC Magazine, http://www.pcmag.com/encyclopedia_term/0,2542,t=mobile+computing&i=47137,00.asp 
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Korhonen (2005) developed a cell phone dialing technique that used both speech and non-speech 

audio to aid users’ interaction with the buttons on mobile phones. Their technique allowed 

complete eyes-free operation in dialing phone numbers. Although system-wise, not all the 

operations were eyes-free, they certainly moved a step closer to realizing complete eyes-free 

operation.  

A number of mobile auditory applications that are completely eyes-free have been developed. 

For instance, Nomadic radio (Sawhney and Schmandt, 1999) is an audio-only wearable 

computing device for the mobile environment. Nomadic Radio uses speech input and spatial 

auditory output. The highlight of the system is its seven level notification system based on the 

priority of the message, and its context awareness ability. However, instead of using a menu, it 

uses a speech based dialog model to retrieve information.  

Pirhonen et al. (2002) investigated the use of simple gestures and audio-only feedback to play 

music in PDAs. They developed a number of intuitive gestures to control a set of basic music 

playing functions: play, pause, volume up, volume down, and skip. Through empirical studies, 

they demonstrated that when gesture input is combined with auditory feedback, users can 

successfully control music players eyes-free.  

BlindSight (Li et al. 2008) is an auditory calendar lookup interface for the mobile phones. By 

replacing visual feedback with audio, BlindSight allows users to browse their calendar without 

interrupting the ongoing conversation. 

Eyes-free interfaces should be particularly useful in mobile environments. However, most of the 

current solutions are application and scenario-specific. In order to build more complex and all-

encompassing auditory interfaces, general purpose interface components, such as menus, need to 

be investigated and developed. In the next section, several attempts to create auditory menus are 

summarized.  

 

2.3.3 Eyes-free menus 

Compared to visual menus, audio-based menus are rare. Some menus may be primarily auditory; 

however, using them is not completely eyes-free. One example of such a menu is the Interactive 
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Voice Response System (IVR). Although IVR is widely used, designing efficient IVR systems 

has long been recognized as a difficult problem (Marics and Engelbeck 1997; Roberts and 

Engelbeck 1989).  

In addition to the problems associated with sound in general, IVR systems follow a sequential or 

asynchronous dialog model. A sequential dialog model is useful when the user needs assistance 

for a complex task. However, it is not appropriate for simple and repetitive tasks such as menu 

selection and is particularly irritating when combined with speech output. Since speech is slow, 

the user may spend considerable time listening to system prompts. After users press a key, they 

often wait several seconds to hear the entire audio feedback before initiating the next action. This 

has led to an unpleasant user experience for IVR menuing systems, commonly described as 

“touchtone hell” (Yin and Zhai 2006). 

Various improvements to IVR menus have been proposed to ease frustration (Brewster 1998; 

Marics and Engelbeck, 1997; Paap and Cooke, 1997; Resnick and Virzi, 1992; Suhm et al., 

2001), but despite these improvements, conventional auditory menus are still harder to use than 

visual menus.  

Two completely eyes-free menuing systems have been developed. The Bullseye (Friedlander et 

al. 1998) is designed for the visually impaired. Bullseye menu consists of a series of concentric 

circles divided into sectors. Selection is determined by the direction and distance of the stroke 

performed by the user (Figure 2.5).  
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Figure 2.5: The Bullseye menu is a series of concentric circles divided into sectors. Auditory 

feedback is provided when user moves the cursor. (After Friedlander et al. 1998) 

Using a Bullseye menu is much slower than using visual menus. In addition, Bullseye menus 

require a large input space if the breadth of the menu is large. However, the idea of spatially 

laying out the items in a polar coordinate system on a touch-sensitive surface is promising and 

highly relevant to the research reported in this dissertation.  

Brewster et al (2003) developed another eyes-free menu technique that used multimodal 

interaction to allow users to select items in mobile situations. Their system used a 3D audio 

radial pie menu with head gestures being used to selecting items (Figure 2.6). This arrangement 

was found to reduce task completion time and perceived annoyance, and to lessen the impact of 

device interactions or walking speed. Their design frees both users’ visual attention and hand 

operation for interacting with computers. Their study showed the effectiveness of their technique 

in mobile situations such as walking.  
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Figure 2.6: An illustration of the 3D auditory pie menu. (After Brewster et al. 2003) 

However, head gestures are awkward to use in real life. It is not natural to see users nod and 

shake their heads seemingly at random when using this type of interface on the street. In addition, 

the head gesture menu created by Brewster et al. used only four options, which is insufficient for 

the wide range of functionality that exists in today’s devices. 

Despite the previous research that has been carried out, designing efficient audio-based 

hierarchical menu remains a difficult task, and the need to address this problem motivates the 

research carried out in this dissertation. 

2.4 Summary  
This chapter summarized the relevant literature for effective menu design, reviewed the various 

techniques for eyes-free I/O, and discussed the areas where eyes-free menus and applications are 

typically used. Several observations are made. Eyes-free menus (or interfaces) intended for 

people with normal vision instead of visually impaired are rare. Many so called “eyes-free” 

interfaces are not “purely” eyes-free. They often cannot be operated eyes-free interactions from 

the beginning. However, there are many mobile scenarios where eyes-free interfaces are 

attractive for people with normal vision. There appears to be considerable potential for efficient 

and scalable hierarchical eyes-free menus7.  

Designing eyes-free menu selection methods is challenging. The remainder of this thesis focuses 

on an innovative hierarchical auditory eyes-free menu technique called earPod that was 

                                                 
7 Such menus, although not designed for the blind users, do not prevent them from using it and allow users to 
completely free the visual channel for other tasks. 
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developed in this dissertation. It is designed to take advantage of lessons learned from this 

literature review and to overcome many of the above-mentioned challenges of auditory interfaces 

and menus. 
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Chapter 3  
earPod: Efficient Hierarchical Eyes-free Menu Selection  

3.1 Introduction 
As previously mentioned, time is an important limiting factor for auditory interfaces. Dealing 

with the serial and temporal nature of sound is a major challenge for auditory-based menus. 

earPod aims to improve efficiency by incorporating a number of design features such as gesture-

based touch input, reactive, spatialized, and interruptible audio feedback, a combination of 

speech and non-speech audio, sequential and direct access to menu items, and a seamless path 

for transition to expert behavior. This chapter first provides a walkthrough for the earPod 

technique, a discussion of the associated design rationales, and a description of the earPod 

implementation in section 3.2.and a discussion of related issues on mobile usage of earPod in 

section 3.3, follows by a summary in section 3.4. 

3.2 The earPod technique 

 

Figure 3.1: earPod prototype uses a headset and a modified touchpad 

earPod is an eyes-free menu technique using touch input and reactive auditory feedback. The 

earPod technique is designed for an auditory device controlled by a circular touchpad whose 

output is heard via a headset (Figure 3.1 left), as is found, for example, on an Apple iPod shows 



33 

how the touchpad area is functionally divided into an inner disc and an outer track called the dial. 

The dial is divided evenly into sectors, similar to a Pie (Callahan et al., 1988) or Marking Menu 

(Zhao and Balakrishnan, 2004; Kurtenbach, 1993; Zhao et al., 2006). 

 

Figure 3.2: The functional areas of earPod’s touchpad. Up to 12 menu items can be mapped 

to the track. The inner disc is used for canceling a selection. 

The interactive sequence that occurs when using earPod is illustrated in Figure 3.3. The user 

starts by touching the dial, and the audio menu then responds by saying the name of the menu 

item located under the finger (Figure 3.3 a). Users may continue to press their finger on the touch 

surface, or initiate an exploratory gesture on the dial (Figure 3.3 b). Whenever the finger enters a 

new sector on the dial, playback of the previous menu item is aborted. Boundary crossing is 

reinforced by a click sound, after which the auditory feedback for the new menu item is played. 

Once a desired menu item has been reached, users select it by lifting the operating finger, which 

is confirmed by a “camera-shutter” sound (Figure 3.3 c). Users can abort item selections by 

moving their finger to the center of the touchpad and releasing it. If a selected item has submenus, 

users repeat the above process to drill down the hierarchy, until they reach a desired menu (leaf) 

item. Users can skip items rapidly using fast dialing gestures (Figure 3.3 d). 
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Figure 3.3: Using earPod. (a, b) Sliding the thumb on the circular touchpad allows 

discovery of menu items; (c) the desired item is selected by lifting the thumb; (d) faster 

finger motions cause partial playback of audio. 

earPod is designed to allow fast expert usage. As users gain knowledge of the menu 

configuration through practice, they tend to use brief corrective gestures (Figure 3.3 b) instead of 

large exploratory ones (Figure 3.3 d). Eventually, as users remember the exact locations of 

desired menu items, they select these items by directly tapping on them. earPod is motivated by 

the fact that existing audio menu selection methods (such as implemented in IVR systems) are 

inconvenient, not only due to the serial and temporal nature of sound, but also because of the 

sequential dialog between the system and users that is required.  

 
Figure 3.4: (left) The asynchronous interactive model of standard voice menus (IVR). 

(right) The synchronous interactive model of earPod. 

3.2.1 Lessons learned from previous design 

The limitations of the audio modality compared to the visual modality are well understood. The 

visual modality allows a list of choices to be displayed instantaneously and persistently. As a 

result, users can easily scan and compare visual menu items back and forth at their own pace, 
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without having to commit any to memory (Yin and Zhai 2006). In contrast, using audio to 

convey a list of choices requires users to adapt to an imposed rate of presentation and to rely on 

their short-term memory. The presentation rate will often be either too slow (e.g., when 

information is irrelevant) or too fast (e.g., when information is critical) for the user.  

Many of today’s IVR systems allow quick access to specific menu items provided that the user 

knows the exact code. However, because recovering from errors in sequential dialog systems is a 

costly process, using these features requires a great deal of self-confidence. As a result, most 

intermediate users will listen to the whole list of options repetitively rather than take the risk of 

hitting the wrong key.  

Traditional IVR systems typically suggest a list of options, and then prompt the user to choose an 

option (typically by pressing a number or other key). They follow a sequential or asynchronous 

dialog model (Figure 3.4, left). A sequential dialog model is useful when the user needs 

assistance for a complex task. However, it is not appropriate for simple and repetitive tasks such 

as menu selection, and is particularly irritating when combined with speech output. The user 

often has to wait, with little or no control over the system. As Figure 3.4 (left) illustrates, after 

users press a key, they often wait several seconds to hear the entire audio feedback before 

initiating the next action. 

Berry (1997) contrasted the asynchronous interaction paradigm with the notion of a reactive 

system. In a reactive system, the user always has the initiative and never waits. Ideally, the 

system waits for user actions and reacts promptly whenever they occur. Such an approach has 

been widely adopted in modern direct manipulation interfaces. This approach gives the user a 

positive feeling of control (Shneiderman 2004). In addition, proactive discovery as well as 

progressive acquisition of expert knowledge are emphasized (Kurtenbach 1993; Zhao, Agrawala, 

and Hinckley 2006; Zhao and Balakrishnan 2004; Shneiderman 2004). 

It seems that eyes-free mobile menu selection can benefit from reactive audio feedback to 

improve the efficiency of the selection technique, and to enhance user satisfaction.  

3.2.2 earPod approach 

In order to address the difficulties with IVR menu selection noted earlier, a number of design 

modifications were made. 
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Touch input: A touchpad was used instead of a keypad for input. Touchpads arguably have a 

richer input vocabulary than keypads because they allow gliding gestures in addition to discrete 

taps. These gliding gestures allow browsing of menu items before confirming the selection.  

Karlson et al (2006) reported the result of thumb usage on the touch screens of PDA and Cell 

phones, and found that movement in the NW-SE directions is difficult for right-handed users. 

The “sweet spot” of thumb movement is located in the center of the device. The corners of the 

devices are either “too close” or too “too far” to allow comfortable movement. 

Based on these findings, it seems reasonable for the touch input area to have a circular shape and 

to be placed in the center of the graspable portion of the device, so it can be easily reached by the 

thumb. Such a design approach is very similar to the iPods’ ClickWheel. 

During exploration, the user’s finger is guided by the raised edges of the circular-shaped 

touchpad. Unlike a keypad with a fixed number of physical buttons, a touchpad allows flexible 

division of input area into arbitrary numbers of subsections (Figure 3.2), which can then be 

assigned to different commands. In addition, the circular touchpad used is compatible with 

existing devices such as the iPod, potentially allowing our technique to be installed simply as a 

software update. 

Reactivity: instead of relying on an asynchronous communication model a synchronous approach 

is adopted in which the system only reacts to the user’s actions (Figure 3.4, right). Menu items 

are mapped to physical areas on the touchpad and are played (as a voice cue) upon invocation. 

Thus users have the ability to proactively discover available options at their own pace. When the 

information is not of interest, they can skip to an adjacent area. Alternatively, they can listen to 

the entire message and repeat it if needed. By moving the finger back and forth, the user achieves 

the effect of "scanning and comparing" the menu items without having to commit them to 

memory. Such benefits were previously only provided by visual menus. 

Interruptible audio: following the reactive interaction model, an auditory item is played back as 

soon as the finger reaches its location, regardless of whether the previous item has finished 

playing or not. During early evaluation of the design concept, simultaneous playback (all items 

are played back entirely), interrupted playback (each new playback stops the previous one) and 

mixed approaches (previous playbacks fade out) were tested. Preliminary tests indicated that 
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simultaneous playback was confusing for users. To provide a much stronger feeling of reactivity, 

interrupted playback was adopted. 

It was found to be especially useful to be able to promptly switch to a new item before the 

previous one finishes playing because users often understand partial audio messages8. Moreover, 

the amount of information needed to identify an option can be further reduced as the user gains 

more information about the menu options. This allows the user to find an item faster than if all of 

the menu items had to be fully presented.  

Non-speech audio: in addition to speech playback of menu items, non-speech audio was used to 

provide rapid navigational cues to the user. Non-speech audio has been shown to be effective in 

enhancing the graphical user interface (Gaver 1989; Gaver and Smith 1991), and in improving 

navigation of non-visual information on mobile (Brewster and Cryer 1999; Sawhney and 

Schmandt 2000) and IVR systems (Brewster 1998). Short mechanical click sounds are played 

each time a boundary is crossed on the touchpad, in a way similar to the iPod’s ClickWheel. 

These sounds are very helpful for separating the playback of new items from the playback of 

previous items. And even when the finger slides too fast for the speech audio to be heard, this 

mechanical sound gives a rough idea of the number of items or boundaries crossed. A “camera-

shutter” sound is also used to confirm item selection. 

Direct item access: even though the content of the entire menu can be played back sequentially, 

items can also be accessed directly. This is inspired by the design of Pie or Marking Menus, 

which lay out items radially. All items can thus be theoretically accessed in an equal amount of 

time. In the system developed in this research, direct access can also be achieved by simply 

tapping the touchpad at the appropriate location whenever the user remembers an item’s location. 

Such support for direct invocation is particularly beneficial in audio menus due to the slow rate 

of speech output. It allows users to completely bypass the audio playback, saving time.  

Transition to expert use: in contrast to IVR systems, the earPod interface provides a smooth 

transition from novice to expert in a way similar to Marking Menus. Each time users select an 

                                                 
8 For example, if the user is looking for the item “apple”, “banana” can be rejected as soon as the syllable “ba” is 
heard. 
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item using a dial gesture, they gain experience which should facilitate their transition to expert 

usage. In the beginning, the user tends to glide a longer distance to reach the desirable item 

(Figure 3.3 d). As the user learns the absolute position of the target, the navigation path on the 

touchpad will be shortened (Figure 3.3 b) and eventually approach direct invocation by tapping 

(Figure 3.3 c). To distinguish between novice and expert usage, Marking Menus are typically 

implemented with a ~300 ms time-out before transitioning from marking to popup menu mode. 

However, the length of the timeout can change with different systems (Liao, Guimbretiere, and 

Loeckenhoff 2006), and should also be adjusted to the needs of different users (Zhao, Agrawala, 

and Hinckley 2006). Instead of using a timeout, earPod eliminates the need for an artificially 

determined threshold by using interruptible audio and a self-discoverable touchpad layout. This 

transition is self discoverable, seamless, and arguably “natural”. 

Input / output mapping: Spatialized audio is used to reinforce the user's cognitive mapping 

between menu items and spatial locations on the touchpad. For example, if the finger touches an 

item on the right side of the touchpad, the audio will be played back on the right side of the user 

(using binaural spatial cues). Consistency between the spatial knowledge obtained through finger 

exploration and the audio feedback is designed to help the user memorize the spatial layout of 

the items of interest.  

3.2.3 Implementation details 

To make the earPod more accessible, our design only requires a circular touchpad as the input 

device and an ordinary stereo headset for output. Particular attention was paid to audio design as 

even minor details can have significant consequences on the usability of an auditory interface. 

3.2.3.1 Input 

The input device I used was a Cirque EasyCat USB external touchpad covered by a thin plastic 

overlay with a circular cutout, resulting in a circular touchpad. The radius of the touch-sensitive 

area is 19 mm and the overlay is 2 mm thick. The cutout includes a 3 mm notch on top, 

providing a tactile orientation cue to the user (Figure 3.1 right). earPod was implemented in Java 

1.5 and uses JNI to read raw absolute (x, y, pressure) touchpad data via a special driver supplied 

by Cirque.  
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Noise and inaccuracy were handled in two ways. First, involuntary movements occurring when 

the finger is lifted were filtered out. Second, a spatial hysteresis algorithm was applied to avoid 

inadvertently releasing the finger on an adjacent area. The algorithm works as follows: every 

time the finger crosses a boundary separating two functional areas of the touchpad, this boundary 

is slightly moved to the opposite direction. For example, if the finger moves to an area situated 

on the right, it will require a slightly larger movement to go back to the area on the left9. The 

same filtering methods were applied to the visual menu used in the experiment. 

3.2.3.2 Output 

All speech sounds used in the earPod interface are human voices recorded in CD quality (16 bits, 

44KhZ) using professional equipment. Since Java’s native sound library adds a small but 

perceptible lag when playing sounds, I extended a real-time sound physics simulation library for 

use in earPod (Doel and Pai 2001). Sound files were post-processed after loading them to 

remove leading silences, and the sound signals were normalized to avoid the unpleasant effect of 

non-uniform playback volumes. 

The third and final post-processing step was spatialization. In the current implementation, 

spatialization is simply achieved by manipulating mono voice streams to incorporate Interaural 

Time Differences (ITDs) and Interaural Intensity Differences (IIDs), the two major binaural cues 

for localizing sounds on the left-right axis (Bernstein 1997). Positioning sounds on the two other 

axes (front-back and up-down) it is more difficult and would require sophisticated signal filtering 

methods (such as Head Related Transfer Functions) as well as individual calibration (Bernstein 

1997). The earPod technique does not preclude use of such methods, but simple left-right 

spatialization is probably sufficient for menu selection and is well suited for mobile devices with 

limited computing power. 

3.3 Design for Mobile Environment 
Although the earPod technique can be used in many situations, it is particularly suited to mobile 

use. An important lesson learned from Pirhonen et al.’s study (Pirhonen, Brewster, and Holguin 

                                                 
9 The accompanying video provides a visual demonstration of the hysteresis algorithm. 
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2002) is that gestures must be robust enough to be used when moving and that simple taps are 

easily triggered by accident.  

To test the viability of our technique in a mobile environment, several people were asked to 

perform a few selections while standing, walking, or jogging informally. Participants had no 

problem performing the glide and tap gestures to select items when standing or walking. 

However, tapping became more difficult and less accurate while running, when the touchpad 

started shaking in the participants’ hands.  

To overcome this problem the touchpad was secured by attaching it to a hand wrap using a 

Velcro fastener as shown in Figure 3.5. With this addition, participants found it much easier to 

perform the taps while in motion. The fact that participants are able to use our technique (with 

the addition of the wristband-mounted touchpad) while running gives us more confidence that 

the tapping selections can be made under a variety of mobile situations, especially since most 

mobile scenarios, such as walking or traveling on the train, are less challenging than running. 

 

Figure 3.5: Using a wrist band and Velcro fasteners (left) to secure touchpad in hand 

(right) while the user is in motion. 

The circular touchpad could be embedded into devices of many different form factors or it could 

be implemented as a separate component, like a wireless remote control. Touchpads are typically 

very light, allowing a touchpad remote to be carried easily on a neck lanyard or a key chain. 

While some custom design will undoubtedly be needed to adapt earPod to such individual 

devices, the effort required to execute the designs should be relatively straightforward. 
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3.4 Conclusion 
The earPod menu selection method is a promising technique that should address the problems 

associated with auditory menu selection. However, research is needed to demonstrate that the 

theoretical benefits of the earPod approach actually work in practice. How efficient is earPod 

selection and can it compete with visual menu selection methods? How much learning is 

required to use earPod menu selection efficitively? These and other questions are addressed in 

four experiments that are reported in the following chapters. 
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Chapter 4  
Evaluation 1: earPod vs. iPod-like Linear Menu 

4.1 Introduction 
As explained in the preceding chapters, the earPod includes a number of design features that 

should facilitate the task of menu selection using auditory feedback. However, the expected 

benefit of earPod menu selection needs to be validated through experimental analysis. 

Preliminary testing in informal pilot studies indicated that menu selection using earPod was 

surprisingly easy and fast. Given the apparent speed of earPod selection and the lack of a 

comparably fast menu selection method that used auditory feedback, it was decided to compare 

the earPod approach with the commonly used visual selection approach implemented in many 

millions of iPod devices (Figure 4.1 left). The iPod is a mature product that has been embraced 

by consumers worldwide and that has undergone several generations of iterative design. Similar 

to the earPod hardware, the iPod uses a circular touchpad for input, and allows navigation of 

alternatives by gliding the finger along the outer ring of the touchpad. As users glide the finger 

along the outer track of the ClickWheel (Figure 4.1 right), the corresponding items are 

highlighted. Users select the currently highlighted item by pressing the center button. 

Can the eyes-free method of menu selection in earPod be a viable alternative to the visual 

interface of the iPod? Would the expected transition from novice to expert performance happen 

quickly enough to enable its use by a wide range of people. Experts were expected to tap directly 

on target items rather than move the finger around the touchpad’s circumference and it was this 

kind of tapping behavior that was expected to produce selection performance fast enough to 

match iPod visual menu selection. To answer these questions, Experiment 1 compared an earPod 

with an iPod-like visual menu. 

4.2 Experiment 
Extensive research has been carried out on the configuration of radial menus (Kurtenbach 1993; 

Zhao and Balakrishnan 2004; Zhao, Agrawala, and Hinckley 2006). In order to achieve 

acceptable speed and accuracy, it has been recommended that the circle used in such menus be 
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divided up into 8 regions per menu level. In this dissertation, pilot studies were conducted with 

menus having breadths of 4, 8, and 12 items, and with depths of 1 or 2 levels, and the results of 

those pilot studies were consistent with the earlier findings obtained by other researchers. 

Although 12 items are usable, 8 items or less per menu level tend to work best in terms of speed 

and accuracy.  

  

 

Figure 4.1: The iPod visual menu (left) and its interaction technique (right) 

Since iPod implementation details were not available from Apple, the iPod linear menu was 

simulated using a circular touchpad connected to a notebook computer. The implementation was 

nearly identical to the recently released iPod Nano Media Player, apart from the fact that items 

were selected when the finger was lifted from the input surface. 

4.2.1 Participants 

Twelve right-handed participants (3 female) ranging in age from 17 to 30 years (mean 24), 

recruited within the university community, participated in the experiment. Subjects received $10 

dollars per hour for their participation in the study. None had previously used an iPod. 
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4.2.2 Apparatus 

The experiment was conducted on a Dell Inspiron 8000 laptop running Microsoft Windows XP, 

with a 19” external LCD display. Input and output were handled as explained earlier in section 

3.2.3. 

4.2.3 Task and stimuli 

To make the experiment more realistic, the earPod technique was tested with a 2-level (8x8) 

hierarchy where there were 8 items nested within each of the 8 top-level categories, resulting in 

64 items in total. 64 items would likely be sufficient to capture the common commands for many 

of today’s audio-based devices.  

Following Miller (1981), who used real world hierarchies as stimuli in his experiment, the 

categories used in this study were the following familiar words selected from hierarchies 

developed by KidsClick! (http://sunsite.berkeley.edu/KidsClick!/) and Wikipedia 

(http://www.wikipedia.org/):  

 

Clothing: Apron, Brief, Cloak, Coat, Dress, Hat, Jacket 

Fish: Carp, Cod, Eel, Haddock, Pollock, Redfish, Salmon, Sardine 

Instrument: Bassoon, Cello, Clarinet, Drums, Flute, Guitar, Organ, Piano 

Job: Actor, Cook, Doctor, Driver, Farmer, Hunter, Lawyer, Soldier 

Animal: Ants, Apes, Bats, Bears, Eagles, Zebras, Elephants, Horses 

Color: Black, Blue, Grey, Green, Lime, Navy, Olive, Purple 

Country: Brazil, China, Denmark, Egypt, England, Finland, France, Greece 

Fruit: Apple, Banana, Cherry, Grape, Guava, Kiwi, Lemon, Mango 
 
All words had one to three syllables and an audio duration of about 1 second.  

To ensure that the audio interface was not favoured, visual presentation of stimuli was used in 

both conditions. 
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4.2.4 Design 

A within-participants design was used. Participants were randomly assigned to two six-person 

groups. The first group performed the experiment with the earPod technique first, while the 

second group used the iPod-like visual menu technique first.  

For each technique, participants made selections from 2 menu layouts: a single level menu 

containing the 8 categories, and a two-level menu with 8 items per level (8x8), containing all 64 

items organized into the same 8 categories. The use of the earPod vs. iPod technique was 

counter-balanced, but a single ordering of menu depth, from easy to difficult (first the 8-item 

menu, then the 8x8-item menu) was used. The menu content and item orderings were chosen in 

advance and were identical for both techniques and for all participants: 

Condition 8: all 8 possible stimuli were used. 

Condition 8x8: as previously discussed in the “task and stimuli” section, to keep the experiment 

manageable, a subset of 16 of the possible 64 stimuli were chosen (two sub-items per top-level 

menu item, pre-selected before the experiment). Menu item presentation order was randomized 

across participants. 

Participants were allowed to take breaks between trials. Breaks were enforced between different 

techniques and layouts. Before the experiment, participants received 5 minutes of training per 

interface using a different set of stimuli than the one used in the study. Each participant 

performed the entire experiment in one sitting which took approximately 90 minutes. 

In summary, the design was as follows (excluding training): 

12 participants X 

2 techniques (audio and visual) X 

(8+16) items for the 2 menu configurations (8 and 8X8) X  

20 blocks 

= 11520 menu selections in total. 
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4.2.5 Design rationale 

The above design was chosen due to a number of reasons. First, the within-subject design was 

chosen (as oppose to between-subject design) due to its great statistical power (Box, Hunter, and 

Hunter 2005). Subjects are inevitably different from each other. In between-subject designs, the 

differences between subjects are treated as errors. In within-subjects designs, since all subjects 

go through all conditions, the difference within individuals is known and can be measured 

separately from other sources of error, generally reducing the size of the error term and 

increasing the sensitivity of the F test. A counter-balanced design was used to reduce the 

likelihood that order effects tainted the results obtained. Additional statistical analyses checking 

for the presence of asymmetric transfer between conditions were also carried out (Appendix 1) 

and will also be considered in the discussion of the results later in this chapter.   

Participants were recruited from the University community because iPod and mobile devices are 

largely used by a younger and tech-savvy demographic. The sample size of 12 participants is 

typical for this type of HCI experiment and enabled the statistical tests to be carried out with 

sufficient power. Following Miller, real world hierarchies are used as testing content. In order to 

save time and collect more data, only one-word menu items with one to three syllables were used.  

Pilot testing suggested that learning the locations for a 64 item menu hierarchy would likely 

require several hours. To keep the duration of the experiment within reasonable limits, only 16 of 

the 64 possible stimuli – 2 items per top-level menu, were used. This still required participants to 

search the 8x8 item menu options and therefore made the selection process more demanding than 

a single 16-item menu. Limiting the number of possible stimuli, however, increased the 

frequency with which participants encountered each item – consistent with power law 

distributions observed for the frequency of use of command menus (Witten, Cleary, and 

Greenberg 1984). 

The focus of the study was to find the intrinsic properties of the techniques in general, instead of 

a particular implementation; therefore, this experiment used research prototypes implemented 

using the same software platform. 
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4.2.6 Procedure 

Before their first trial, participants were instructed to put on the headphones and to hold the 

touchpad with the right hand as shown in Figure 3.1, leaving the thumb off the touchpad. 

Participants then pressed the spacebar using their left hand to start the trial. A visual stimulus 

(the item to select) was then displayed in the center of the screen as shown in Figure 4.2. 

Participants responded by bringing their thumb in contact with the touchpad and dragging the 

thumb in search of the target. 

In the audio condition, participants heard the spoken names of each traversed menu item through 

their headphones. In the visual condition, menu items were displayed on the screen (see Figure 

4.2). The selection process remained active as long as the participant’s thumb remained in 

contact with the touchpad surface. Participants completed selections (either a menu or submenu 

item) by lifting the thumb off the touchpad. In both conditions, a short click sound was played 

whenever a selection was made. If a stimulus had two levels, participants went through the 

thumb-down   thumb-drag  thumb-up10 process twice to finish the task. A trial was 

considered erroneous if any of the selected targets did not match the stimuli. In this case, 

participants were notified by a “mismatch” visual message. No additional feedback was given for 

successful trials. After each trial, a visual message in the center of the screen instructed 

participants to press the spacebar to proceed to the next trial.  

A general note before discussing results in the next section: For the analyses of variance 

reported in this chapter and subsequent chapters, whenever a within subjects effect was tested, 

the assumption of sphericity in the data was first assessed using Mauchly's test of sphericity as 

implemented in SPSS. In cases where the sphericity assumption was violated (where sphericity 

may be thought of as the multivariate analogue of heteroscedasticity) degrees of freedom in the 

corresponding ANOVA test of the effect were adjusted using the Huyn-Feldt criterion. In the 

majority of within subjects effects tested in this way the assumption of sphericity was not 

violated, and when it was, the adjustment of degrees of freedom did not affect whether or not the 

effect tested was statistically significant. Thus for the sake of simplicity, the ANOVA results are 

reported in this dissertation without any adjustment to the degrees of freedom. 

                                                 
10 When users become experts in the audio condition, they skip the thumb-drag and only perform a tap to select an item. 
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Figure 4.2: The lower half of the screen: the item to be selected from the menu is displayed 

at the center of the screen. The menu at the bottom is displayed only in the visual condition. 

4.2.7 Results 

Repeated measures analyses of variance were used to assess the effects of interface (audio vs. 

visual) on accuracy and selection time. For these analyses, the learning effects were assessed by 

grouping the 20 blocks of trials within each session into four groups of five contiguous blocks, 

which will be referred to as the four “time periods” below. Analyses were carried out across all 

four of the time periods to assess learning effects, and across the last time period (last five 

blocks) to assess the participants’ performance with each technique after some training had taken 

place.  

 

4.2.7.1 Accuracy 

Overall, the audio technique had an accuracy of 92.1% in this study, while the visual technique 

yielded 93.9% accuracy. This difference was not statistically significant (p>.05). As might be 

expected, there was a significant effect for the number of menu levels (F1,11=21.16, p<.001); 

accuracy with single level menus (94.2%) being higher than the corresponding level of accuracy 

for two level menus (91.8%). None of the other main effects or interactions involving accuracy 
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were significant when all four time periods were considered, nor when only the last time periods 

(last five blocks) were considered.  

4.2.7.2 Response time 

On each trial, selection (response) time was measured as the duration from the appearance of the 

stimulus to the completion of the selection. As is typical with response time data, the distribution 

of raw times was positively skewed. During aggregation of the data (within participants and 

within each cell of the design), medians were used as measures of central tendency in order to 

reduce the effect of potential outliers (Rosenberger and Gasco 1983). Means of these median 

values were then used to estimate average selection times across the participants.  

There was no significant overall difference in speed between the audio and the visual technique 

(F<1). As expected, however, it took significantly longer (F1,10=82.84, p<.001) to complete 

selections in two level menus (averaging 3.4 seconds) than in one-level menus (1.9 seconds). 

There were also significant learning effects on response time across the experimental sessions. 

There was a main effect of overall learning (p<.001), and significant interactions between 

learning and number of menu levels (p<.001), and learning and technique (p<.001). 

The learning effect with respect to the significant three-way interaction that was observed 

between time period, technique and number of menu levels (F3,30=7.75, p<.01), is shown in 

Figure 4.3. The learning rate was faster with the audio menu than with the visual menu as 

illustrated in Figure 4.3 by the crossover in the curves that occurred for both menu levels. The 

audio menu was initially slower than the visual menu, but with experience, performance on the 

audio menu became faster. In the final time period (last five blocks of the twenty blocks) in the 

experimental session, the audio menu, at an average of 2.1 seconds, was significantly faster than 

the visual menu at an average of 2.5 seconds (F1,10=6.03, p<.05). 

An order effects analysis (Appendix 1) was also carried out by examining the interaction 

between order and the experimental factor for both accuracy and response time. No significant 

interaction was found and thus the experimental results are unlikely to have been influenced by 

the effects of asymmetric transfer. 
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Figure 4.3: Selection times for the two techniques by number of menu levels and time 

period (1 time period = 5 contiguous blocks of trials). 

4.2.7.3 Detailed log analysis 

In addition to the accuracy and selection time data, a detailed log was maintained of the exact 

movements made during the sessions. Using this log it was possible to distinguish between glide 

selections, where participants traversed to the target region around the perimeter of the circular 

touchpad, and tap selections, where participants jumped to the target region and tapped it. 

At the beginning of the experiment, all participants used the glide technique, with considerable 

variability in the details of the gliding traversals employed. The touchpad was divided into 8 

zones as shown in Figure 3.2. From the beginning of the experiment, participants typically 

started by gliding to and around the target because they did not have the expertise to tap on the 

target immediately. For example, participant 1 went through the following sequence to find 

target item 5 on his first trial: zone 6 was touched first, and then he traversed (dragged) through 

zones 7, 1, 2, 3, 4, before finally settling on zone 5, and releasing his finger to select it. However, 

by the end of the session the participant was tapping on the target zones directly without any 

drags, indicating that expert performance had been reached. Similarly, for a 2-level selection, 

expert performance was indicated by using only 2 taps, avoiding the need to drag. However, not 

all the participants were able to reach expert performance in the experiment. Overall, 9 out of 12 

participants reached expert performance for the single level menu, and 8 out of 12 participants 
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reached expert performance in the two level menu. It should be noted that the only technique 

taught to the participants was gliding, thus 9 out of 12 participants independently discovered the 

tapping technique. Even for the 3 participants who did not reach expert behavior by the end of 

the session, examination of their detailed logs indicated that they used tapping in some of the 

experimental trials. 

4.2.7.4 Subjective preference 

In terms of subjective preference, four participants expressed a preference for the audio menu, 

four preferred the visual menu (including the three participants who did not achieve expert 

performance), and four had no preference between the two techniques. This result seems 

promising, as the participants had no incentive to use an eyes-free technique under the given 

experimental settings (i.e., they were not required to walk or asked to perform a visually 

distracting task while making their menu selections). All participants except one either agreed or 

strongly agreed that it would be desirable to combine the audio technique with the visual 

technique. 

Some participants in our study commented that they suspected tapping to be more likely to be 

triggered accidentally. This could be avoided by requiring users to hold a button or perform a 

squeeze gesture (Harrison et al. 1998) to activate a command. 

4.3 Summary and discussion 
Compared with the iPod-like visual linear menu, the audio technique that was used has 

comparable speed and accuracy overall. Although initially slower than the visual technique, the 

audio technique was significantly faster after only 30 minutes of practice. At the start of each 

session, the audio technique was half a second slower for one-level menu selections and one 

second slower for two-level menu selections.  

Analysis of the experimental logs indicated that the transition from novice to expert usage was 

spontaneous. Although the learning rate differed between participants, most participants were 

able to learn the expert behavior (tapping) quickly. 

With its combination of synchronous communication model, reactive audio feedback, and 

intuitive input output mapping, the earPod audio menu selection technique was found to provide 
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acceptable novice performance, fast learning rate, and quick transition to expert usage. Although 

this experiment has encouraging results, it only compared earPod with the visual linear 

technique. In the next chapter, a systematic exploration of menu techniques using different 

modalities of feedback and menu styles will be presented. 
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Chapter 5  
Experiment 2: 3 X 2 Study 

5.1 Introduction 
In the previous study, which was a direct comparison of earPod with an iPod-like visual menu, 

the performance of the two interfaces was found to be comparable in terms of speed and 

accuracy on fixed-sized static menus on the single task desktop setting. While the first study 

demonstrates the efficiency of the earPod design with an iPod-like visual linear menu, The 

precise reason for those results is unclear, as explained in the following paragraphs.  

The two interfaces tested (earPod and iPod-like menu) differed in two aspects, namely, the 

modality of feedback, and the menu style for presenting and navigating the menu items. For 

modality, the iPod-like menu primarily relied on a visual display to present the menu options and 

navigational cues, while earPod carried out these functions using audio only. In terms of menu 

style, the iPod used the linear menus (Figure 5.2, right) where items are placed relative to each 

other, and there is no one-to-one mapping between specific input areas to menu items; earPod, 

on the other hand, used a radial menu layout where each menu item is directly mapped to a 

physical location on the touchpad. Figure 5.2 (left) shows an example of radial layout for the 

visual interface. The radial layout allows expert users to access any item in the list in constant 

time. In the previous experiment, menu style was correlated with the distinction between auditory 

and visual menus. Which of these factors influenced the observed results? 
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Figure 5.1: The 3X2 design space of modality vs. menu style. Both previously studied 

interfaces - earPod and iPod 

The above question can be addressed by looking at a larger portion of the design space spanned 

by modality and menu style.  If modality and menu style are considered to be two dimensions in a 

design space as shown in Figure 5.1, it can be seen that there are a number of different designs 

that can be implemented. The popular iPod interface fits within the “visual linear” category, 

while the earPod interface resides in the “audio radial” cell. Two additional interface 

possibilities are “audio linear” and “visual radial”. Since audio and visual feedback can co-exist 

and are not mutually exclusive (unlike menu style), there is also a third possible choice in the 

modality dimension, the audio-visual or dual modality, which can then be implemented with 

each of the two menu styles. This yields a 3x2 matrix of six design possibilities. These alternative 

designs cover a variety of interesting properties and thus warrant investigation. 

In the following discussion, the alternative design choices within the design space are briefly 

described, after which an experiment is described which evaluated all six interfaces implied in 

the design space.  

5.1.1 Audio linear 

The audio linear option shown in Figure 5.1 provides spoken-word auditory feedback to users as 

they scroll up or down a menu list. In some respects the interface is similar to that used in the 

popular Apple iPod digital music player, except that in the absence of a visual display, auditory 

feedback is provided. In principle, such an audio linear interface could be easily integrated with 



the 

rock

5.1

As d

layo

in th

inte

this 

focu

adv

layo

Figu

5.1

By p

com

givi

dev

nois

the 

How

pow

existing iPo

kbox.org.  

.2 Vis

discussed ab

out where sp

he menu. Fi

eraction met

is in contra

us point thro

antages of t

out used.  

ure 5.2: Sc

.3 Du

providing b

mbine the be

ing users a c

ice is opera

sy environm

same menu 

wever, simu

wer), and on

od interface

sual radia

bove, the ea

pecific spat

igure 5.2 (le

thod differs

ast to the lin

ough the me

the earPod 

reenshots o

al linear 

both audio v

est of both w

choice of w

ated inside o

ment, the vis

 style, the tr

ultaneously 

ne source of 

e, which is c

al 

arPod interf

ial regions o

eft) shows th

, its appeara

near menu l

enu (see, Fi

interface di

of the visua

and dual 

visual feedb

worlds — na

which modal

one’s pocke

sual feedbac

raining rece

providing b

f feedback h

currently av

face has a r

on the input

he design o

ance looks s

layout, wher

igure 5.2, ri

iscussed ear

al radial int

radial 

backs simult

amely, they

lity to attend

t, the visual

ck will be m

eived in eith

both modali

has the poten

ailable thro

adial input 

t device hav

f the visual

similar to th

re the input

ght). It is po

rlier, may, in

terface (lef

taneously, th

y can be ope

d to in diffe

l feedback c

more useful.

her modality

ities might w

ntial to inte

ough an open

area that su

ve a one-to-

l radial inter

hat of a mar

t device sup

ossible that 

n part, be du

ft) and visu

he audio-vi

erated using

rent situatio

can be ignor

. Since both

y will be ben

waste resour

rfere with th

n source so

upports a rad

-one mappin

rface. Altho

rking menu.

pports a vert

the perform

ue to the ra

ual linear in

isual interfa

g either mod

ons. For exa

red. If the d

h channels o

neficial to th

rces (such a

he other if t

lution from

dial menu 

ng with item

ough the 

 Notice that

tical scroll o

mance 

adial menu 

 

nterface (rig

aces may 

dality, thereb

ample, if the

device is in a

of feedback 

he other. 

as battery 

the user 

55 

m 

ms 

t 

of a 

ght) 

by 

e 

a 

use 



56 

primarily uses that type of feedback in a given scenario: for example, a user who prefers visual 

feedback could be annoyed by simultaneous audio feedback.  

 

5.2 Experiment 
To disentangle the individual effects of the two design dimensions, and further explore the 

properties of the other four design alternatives relative to the iPod and earPod interfaces in the 

baseline desktop conditions, this study used a 3x2 experimental design that employed all six 

interfaces from Figure 5.1.  

5.2.1 Participants 

Twelve right-handed participants (3 females) ranging in age from 18 to 29 years (mean 22), 

recruited within the University of Toronto community, participated in the experiment. Subjects 

received $10 dollars per hour for their participation in the study. 

5.2.2 Apparatus 

The experiment was conducted on a Compaq Presario V2000 laptop running Microsoft Windows 

XP. The input and output setup and the experiment and prototype software were exactly the same 

as Experiment 1.  

5.2.3 Task and stimuli 

In most aspects the experimental setup was identical to that used in Experiment 1. However, this 

experiment differed in the following ways. In particular, while the previous experiment studied 

both 1-level and 2-level hierarchies (menu depth) with 8 items per category Experiment 2 used 

only a 1-level hierarchy with 8 items. While this made the experiment more efficient it was also 

expected that it would not affect the results greatly, since the performance of 1-level and 2-level 

selection in the preceding experiment were generally similar, with no significant interaction 

effect being found between interface and menu depth. 

Six previously used categories of menu items were used (clothing, fish, instrument, job, animal, 

color). To minimize cross-condition learning, the ordering of the six experimental conditions, 



57 

and the assignment of the six menu categories to those conditions, were counterbalanced across 

subjects to the extent possible given the number of participants to be used. 

5.2.4 Design 

A within-participants design was used. The order of modality was totally counterbalanced, while 

the ordering of menu style was randomized within each modality. As previously mentioned, 

participants made selections from a 1-level menu of 8 items for each condition. The menu 

content and item orderings were chosen in advance. All 8 possible stimuli were used for each of 

the six menu categories. 

Participants were allowed to take breaks between trials. Breaks were enforced between different 

techniques. Before each condition, participants received 8 practice trials (1 block) of that 

particular interface. After the experiment, a questionnaire was used to access subjective 

feedbacks. Each participant performed the entire experiment in one session which took 

approximately 60-90 minutes. In summary, the design was as follows: 

12 participants X 

6 techniques X 

8 menu items X 

13 blocks (12 blocks + 1 practice block)  

= 7488 menu selections in total. 

 

5.2.5 Design rationale 

This experiment implemented a 3x2 multi-variant factorial design. A within-subjects design was 

again chosen due to its greater statistical power and efficiency. However, increasing the number 

of factors also raises the risk of crossover learning (asymmetric transfer). Since fully counter-

balancing the six different conditions in the experiment would have required 6! (720) subjects it 

was decided to only fully counter-balance modality, the more important factor. Additional 

statistical analysis on order effects was also carried out (Appendix 1) to test for the presence of 

asymmetric transfer in the data.  

University students were chosen as participants for the same reasons mentioned in the previous 

chapter with respect to Experiment 1. The software and menu structure of this experiment were 

kept the same in order to allow between-experiment comparisons. In order to keep the length of 
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the experiment within a 60-90 minute session, 13 blocks of trials were used (this requirement 

was derived from the time used by participants in the pilot studies that were run prior to the 

experiment). 

5.2.6 Procedure  

The experimental procedure followed that used in Experiment 1, except for the dual modality 

conditions where participants both heard the menu items through the headphones and watched 

them on the screen. 

 

5.2.7 Results 

5.2.7.1 Accuracy 

There was no significant differences (p>.05) among either modalities (audio 95.2%, visual 

94.6%, dual 95.1%) or menu styles (radial 94.7%, linear 95.3%), nor was there a statistically 

significant interaction between modality and menu style. The mean accuracy for each of the 

different techniques was: audio radial (94.4%), audio linear (96.1%), visual radial (94.9%), 

visual linear (94.1%), audio-visual radial (94.7%), and audio-visual linear (95.3%). 

Furthermore, there was no indication of learning of accuracy across the 12 blocks (n.s.) 

indicating that users were able to reach a fairly consistent level of accuracy at the end of the 

practice trials and did not become more accurate thereafter.  

5.2.7.2 Response time  

There was a significant main effect of modality, (F2,22=36.79, p<.001). The average response 

time for audio was 2.06 seconds, for visual was 1.56 seconds, and for dual was 1.62 seconds. 

Pairwise t-tests (with Bonferroni correction) showed that audio was significantly slower than 

both visual and dual, while there was no significant difference between the visual and dual 

modalities.  
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Figure 5.3: Response time for all 6 interfaces, sorted by speed, with fastest interface on the 

left, and the slowest one on the right. Bars with the same colors are not statistical different 

while bars with different color are significantly different. 

There was also a significant main effect for menu style, (F1,11=30.55, p<.001), with radial (1.56 

s) performing significantly faster than linear (1.94 s). The average selection time for the six 

interfaces was: audio radial (1.77 s), audio linear (2.47 s), audio-visual radial (1.50 s), audio-

visual linear (1.83 s), visual radial (1.48 s), and visual linear (1.70 s) (Figure 5.3). Pairwise t-

tests (with Bonferroni correction) showed that audio linear was the slowest of all the techniques 

(p < .01), followed by audio radial, visual linear, and audio-visual linear techniques, which did 

not significantly different among themselves (n.s.), and also showed that the visual radial and 

audio-visual radial were the two fastest interfaces. 

There was a significant modality x menu style interaction, (F2,22=8.69, p<.01). This effect was 

caused by greater improvement between the radial and linear interfaces for the audio modality 

as compared to either the visual or dual modalities. 

There was a significant main effect of block, (F11,121=16.91, p<.001), indicating that learning 

occurred during the experiment. Pairwise t-tests (with Bonferroni correction) indicated that  most 

of the learning happened in the first 4 blocks of trials, and that performance stabilized after that 

point, with  no significant differences found from block 5 through block 12, p>.05. 
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There was also a significant modality x block interaction, (F22,242=3.32, p<.001), indicating that 

learning rates differed across different modalities. A closer examination of the data showed that 

audio had a greater learning rate compared with visual or dual, while there was no significant 

difference between visual or dual in terms of learning rate. 

Order analysis (Appendix 1) was again carried out to test for if asymmetric transfer may have 

affect the results obtained in this study. In order to avoid asymmetric transfer in the analysis only 

the first modality that each participant was exposed to was used in the analysis. The only 

difference found in this order analysis was that the interaction between modality and menu style 

was no longer significant. Since there appeared to be sufficient statistical power to test the 

interaction effect, which only appeared in the repeated measures analysis, it seems that the 

interaction affect obtained in the repeated measures analysis may have been due to the presence 

of asymmetric transfer. 

 

5.2.7.3 Observations and subjective preference 

Feedback from the post-experimental interviews indicated that the visual radial and audio-visual 

radial interfaces were the most promising, and that the audio linear interface had the lowest user 

satisfaction score. Ten of the participants reported that they preferred visual feedback over audio 

feedback in this experiment. The remaining two participants, who claimed to prefer audio 

feedback, actually performed better, in terms of selection time, using the visual interface.    

5.3 Summary and discussion 
The results from experiment 2 showed that techniques using visual feedback generally 

outperform those using audio feedback and that radial layouts generally have a performance 

advantage over linear layouts. The expectation that dual-channel feedback techniques would 

outperform single-channel feedback was not supported by the experimental results. The dual-

channel feedback techniques were found to be comparable to the visual techniques. Subjective 

feedback from participants also suggested that users are mostly using visual feedback when both 

auditory and visual feedbacks are available. While this experiment was helpful in providing an 

overview of how the techniques within the design space performed, questions regarding the long 
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term usage and learning behavior of these techniques are not answered. In the next chapter, a 

longitudinal study is carried out to assess longer term learning effects in more detail. 
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Chapter 6  
Experiment 3: Longitudinal Study 

6.1 Introduction 
The studies reported in the two preceding chapters compared the performance of earPod menu 

selection against that of other techniques over the course of a single experimental session. In 

actual computer use, menu selection techniques are typically used over many sessions and long-

term learning may occur. Thus it is interesting to see how the relative advantages of different 

menu selection techniques may change over time, and this requires the use of a longitudinal 

study. In addition, longitudinal studies are also useful in providing a more detailed account of the 

transition from novice to expert behavior. This chapter reports on a longitudinal study that was 

carried out. The study was designed to address a number of issues, as discussed in the following 

paragraphs. 

Analysis of menu selection performance with a larger amount of content The previous studies 

used single sessions lasting from one to two hours, with no more than 16 items in the menus. 

Since expert level performance in the audio radial (earPod) condition requires memorization of 

the positions of the menu items, transition to expert performance would be expected to be much 

more difficult with menus containing more items that have to be learned. In the study reported in 

this chapter, an earPod longitudinal study (involving five daily sessions over the course of a 

week) with a full 2-level hierarchy containing 64 items allowed assessment of how relative 

performance between the techniques varied when a greater number of menu items was used.  

Learning patterns between auditory vs. visual modalities Previous studies suggested a stronger 

learning effect for audio feedback conditions: The auditory techniques started slower but showed 

greater improvements over time. As a result, the response time curves for the auditory and visual 

modalities tended to converge with time. Would this pattern also hold over the course of a week 

containing many more trials, and with a more difficult task that used 64 menu items instead of 

16? If participants were able to learn the positions of all the items in the two level menu 

hierarchy, they should eventually be able to perform the task in the auditory radial condition 

without needing to hear the auditory feedback, creating a situation where the initial advantage of 
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the visual condition might disappear. However, it should be noted that in order to perform the 

task with little or no feedback, the user must not only know the spatial position of the target 

items within the menu structure, but must also acquire the physical skill to move efficiently to 

each of the spatial positions at will. The longitudinal study allowed a detailed analysis of relative 

learning across the experimental conditions over a sustained period of time and with a menu of 

more realistic size.  

Learning patterns between linear vs. radial menu styles Previous studies indicated that accuracy 

was comparable between linear and radial menus, but that learning rates differed with respect to 

performance efficiency (speed). As with the modality effect discussed in the previous point, it 

was of interest to see if shifting to a more demanding task performed over a longer period of time 

would alter the learning rates associated with each type of menu.   

Transition from novice to expert behavior In the previous studies, some participants appeared to 

transition to an expert style of performance within the single experimental session whereas 

others did not. One of the expected benefits of using a more demanding longitudinal study was 

that the transition to expert performance could be examined in more detail and over a longer 

period of time.  

To address the above issues, I carried out a longitudinal study on the two dimensions: modality 

of feedback and menu style.  

6.2 Experiment 

6.2.1 Participants 

Eight right-handed volunteers recruited from the University of Toronto community ranging in 

age from 18 to 30 years old participated in this experiment. To reduce the variability, all the 

participants chosen for this study were male undergraduate students. Participants received 10 

dollars for each daily one hour session with sessions being carried out on a daily basis over the 

course of a week (i.e., 5 sessions per participant). A 20 dollar bonus was given to participants 

after they completed all 5 days. To motivate the participants to perform well in this long 
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experiment, the best performer of each technique was entered in a randomized draw to win a 100 

dollar prize11. 

6.2.2 Apparatus 

The experiment was conducted using four desktop computers running Microsoft WindowsXP 

with service pack 2. Input and output were handled as explained earlier for Experiment 1 

(Chapter 4). The experiment was conducted over a two-week period. Four people participated in 

the first week of the study and the other four people participated in the second week of the study.   

6.2.3 Task and stimuli 

All possible combinations (64 different choices) from a 2-level hierarchy (as presented in section 

4.2.3) were tested with each participant. 

6.2.4 Design 

To avoid asymmetrical transfer effects (e.g., Poulton and Freeman 1966), I chose a between-

subject design for the experiment. The 2 X 2 design examined two levels of menu type (linear vs. 

radial) and two types of feedback (visual vs. auditory). The eight participants were divided into 

four two-person groups where each group was exclusively associated with one of the four 

combinations of menu type and type of feedback. Each person in a group used the corresponding 

technique for his group for one hour a day and for five consecutive days. Within each week of 

the experiment, each of the four participants for that week had a different combination of the two 

factors (i.e., the experimental conditions were balanced across the two weeks).  

The design for the entire experiment was as follows: 

2 participants (per technique) X 

4 techniques (audio radial, visual radial, audio linear, visual linear) X 

64 items for 1 menu configuration (8x8) X  

7 blocks per day X 

                                                 
11 A participant had a chance to win the 100 dollar prize if s/he was the faster person for a particular technique. 
Since there were four techniques, four out of the eight participants qualified for the final draw with the 100 dollar 
prize being awarded to one of those four participants. 
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5 days  

= 17920 menu selections in total  

 
Aside from specific details noted above, in all other aspects the apparatus and procedures for this 
experiment corresponded to those used in Experiment 2 (as described in Chapter 5). 
 

6.2.5 Design rationale 

Contrary to the first two experiments, this experiment utilized a between-subject design, so that 

the adaptation of each participant to the particular technique assigned to him could be examined 

in detail. To obtain an accurate measure of the learning behavior of each technique, transfer 

effects that might have arisen in a within-subject design had to be avoided. As a consequence of 

choosing a between-subject design, extra care had to be taken to minimize individual difference 

among subjects. To minimize variance between subjects, only technology-savvy undergraduate 

male students were chosen as participants. To keep aspects of learning similar (aside from using 

the different techniques), the experiment was carried out around the same time each day (around 

9-10 am), and sessions were carried out on consecutive weekdays. To keep the subjects 

motivated during this longer experiment, subjects were informed about the 100 dollar prize prior 

to the first day of the experiment. In addition, the hardware and software setup were kept 

identical to the previous two experiments in order to allow cross-experimental comparisons.  

 

6.2.6 Results 

Separate analyses were carried out to assess 1) improvement from one day to another (between-

day analysis) and 2) improvement within each day (within-day analysis).  

For between-day learning, mixed analyses of variance (ANOVA) was used to test the between 

subjects effects of interface (audio vs. visual), menu style (linear vs. radial) over successive days 

(within subjects) for both accuracy and response time.  

For the within-day analysis, linear regression analysis on the natural log transformed data was 

used to inspect learning within each day. Beta values (standardized slopes) fitted in the linear 

regression analyses were used as indicators of how much learning occurred within each day 

(Figure 6.4 and 6.8). 
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Thus there was, in general, no steady improvement within each day, although average 

performance across days tended to improve for some conditions as noted in the previous section. 

 

Figure 6.3: Within-day analysis for accuracy. The beta values per day are graphed 

separately for the four techniques. Each statistically significant beta value is indicated with 

a “*” mark. 

6.2.6.2 Response time 

In contrast to accuracy, there was a strong learning effect visible in the response time data for 

both between-day analysis and within-day analysis. 

6.2.6.2.1 Between-day analysis 

There was a significant speed-up in performance over the five days (F4,16 = 42.26, p <.01), as 

shown in Figure 6.4. Within-subjects contrasts indicated that mean performances on days 2, 3, 4,  

and 5 were all significantly faster than corresponding mean performance on day 1 (p < .01). 

(Mean response times steadily improved from 3.94 seconds on day 1 to 2.44 seconds on day 5). 

The performance difference over the five days in Figure 6.4 suggests that the rate of this learning 

slowed during the course of the week. 
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Figure 6.7: Within-day analysis for response time. The beta values per day are graphed 

separately for the four techniques. Each statistically significant beta value is indicated with 

a “*” mark. 

It can be seen that with the exception of visual radial menus, the speed up in performance (F4, 24 

= 11.57, p < .01) across the course of the experiment was much more consistent than the 

improvement in accuracy that was observed during the study. Using the significance of the 

corresponding beta coefficients as indicators of significant learning within days it can be seen 

that significant learning occurs only in the first two or three days for the audio radial and visual 

linear conditions, whereas except for the fourth day, significant learning continues into the fifth 

day for the audio linear condition. 

6.2.6.3 Detailed log analysis 

In addition to the normal measures of speed and accuracy, several additional measures were 

logged in order to assess other aspects of performance and behavior in this task. The variation in 

these measures across experimental conditions will now be assessed.  

Items explored for each selection this measure records the number of items users traverse before 

committing to a final selection (include duplicates).  

Figure 6.8 shows how this measure varied over different days. Results of repeated measures 

analysis revealed that there was a significant effect of day (F4,16 = 7.14, p < .01). A test of within 

subjects contrasts shows that the number of items explored on the first day (4.36 items explored 

per selection) was significantly higher than the other days (day 2-5 varies from 3.60 – 3.84 items 
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explored per selection) (p < .05), while no other significant differences were found (p > .05). 

This indicates that the biggest improvement happened on the first day.  

There was a significant effect on condition (F3,4 = 140.67, p<.01), indicating that the number of 

items explored differed across experimental conditions. Post-hoc Tukey HSD tests show the 

relationship among the condition being: 

     visual radial (1.32) < audio radial (2.55) < audio linear (5.65) ~ visual linear (5.80))  

where the conditions connected with ‘<’ are significantly different from each other (p < .05), and 

conditions connected with ‘~’ are not (p >.05). 

There was also a significant day X condition interaction effect (F12, 16 = 7.84, p < .01). After 

performing separate repeated measures analysis on each condition, it was found that only results 

in the audio radial condition differed across days (F4,4 = 13.91, p < .05), indicating significant 

improvement over days, while all other conditions showed no significant improvement on the 

number of items explored (p > .05). Visual radial menus performance was consistently close to 

the minimum number of one item that reflects direct selection of (tapping on) the target. Linear 

style menus showed little improvement in the number of items traveled with an average of 5.73 

items being explored per selection. This number is higher than the average number of items that 

are needed for efficient selection in an 8 item menu (4.5 items), suggesting a certain degree of 

inefficiency. The logs were then examined in more detail to assess what led to this inefficient 

performance. It was found that much of the extra travel in making a selection was attributable to 

over-shooting the item. 
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6.3.2 Selection performance with a larger amount of content 

Since this was a longitudinal study, it was possible to increase both the number of menu items 

that were used (64 instead of the 16 used in Experiment 1) and the number of times (repetitions) 

that each item was shown to each participant. The speed of performance at the start of the 

earPod condition in Experiment 1 was roughly equivalent (at just over four and a half sections) 

to performance in the earPod condition of this experiment after 15 to 20 repetitions. However, 

the response time for earPod performance after 15 to 20 repetitions in Experiment 1 had already 

dropped to an average of 2.5 s, while in this experiment, from block 14-21, the performance was 

2.8 s, which is slightly higher, but not much higher. This indicates that users are able to select 

from a larger amount of content, and the learning curve for each item is not significantly 

different from testing a smaller sample from the same menu.  

6.3.3 Audio vs. visual 

One interesting aspect of learning not observed previously is the difference in accuracy between 

the audio and visual modalities. The auditory techniques exhibited consistency in accuracy from 

day one: no major improvements were observed from either the between-day and within-day 

analysis. This was in contrast with the visual techniques, where a negatively accelerated power 

curve typical of learning was observed.  

One possible explanation for the relatively high accuracy and lack of learning in the audio 

conditions is that they were more novel and thus people were more careful in their use from the 

outset. When users deal with a less familiar interface, they tend to concentrate more on the 

interaction techniques (Atkins 1993), and resulting in more careful handling of each trial and 

therefore higher accuracy. The visual techniques, which were more familiar to users, would be 

less likely to be treated with such caution.  

In terms of speed, learning was observed in both the auditory and visual techniques. As expected, 

the auditory techniques demonstrated stronger learning effects than the visual techniques. 

However, the convergence of speed performance across the five days between the audio and 

visual conditions was not anticipated.  
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6.3.4 Linear vs. radial   

Callahan et al. (1988), found no indication of accuracy difference between linear style and radial 

style menus, consistent with the results of our earlier experiments. In the present study, 

performance with the linear style menus were significantly more accurate (2% more accurate on 

average) than the radial style menu. Given that only four participants used each menu style in 

this study, it is possible that the difference in accuracy observed in this study may be due to 

individual differences.  

6.3.5 Interaction between modality and menu style 

Looking at the overall pattern of results in this experiment, it can be seen that the initial speed is 

more or less determined by the modality of feedback, while the final speed (expert performance) 

is more or less determined by the menu style (Figure 6.6). This can be explained as a diminished 

influence of modality of feedback as the user’s behavior evolves from a close-loop behavior to 

an open-loop behavior where feedback is no longer as important.  

One unexpected finding from this experiment was that there were learning pattern differences 

between the auditory linear menu and the visual linear menu. Since tapping behavior is not 

possible for selecting items for linear menus, and feedback plays an important role even if the 

users have improved their skills, why does speed using the auditory linear menu catch up with 

the corresponding speed for visual linear menus by the end of the study? Further analysis shows 

that as users gain more knowledge of the menu, their listening time for the audio messages is 

reduced. The average time they spend on each item was reduced from 370 ms per item to 191 ms 

per item from day 1 to day 5. The last day performance is comparable with visual linear menus, 

which is 192 ms per item on day 5. This surprising result can be regarded as a strong 

demonstration of the effectiveness of using interruptible audio in audio interfaces. Users are 

capable of successfully finding the target item by quickly scanning through partial auditory 

messages, in a speed even comparable to browsing the same menu visually.  

6.4 Summary and implication for interface design  
In summary, the results of this experiment further confirmed the viability of auditory based 

radial menus, indicating that users are capable of remembering relatively large number of menu 

items (64) with enough repetitions of each item. Under the 80-20 rule where a small proportion 
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of menu items will be accessed most of the time, 64 items represent one fifth of a menu 

hierarchy of 320 items, and many users might need fewer than 64 items for many applications 

and for operating mobile devices. As users remember the menu structure and improve their 

selection skill, the performance difference between auditory based menus and visual radial 

menus should diminish, largely due to feedback requirements being reduced for expert behavior.  

Due to the intrinsic properties of sound, it is difficult for auditory interfaces to compete with 

visual ones if a significant amount of feedback is required for their operation. However, long 

term usage performance depends on how well a technique supports expert behavior. If expert 

behavior can be performed with allow minimum feedback; it can largely reduce the impact of the 

modality of feedback. When designing auditory-based menus or interfaces, it is recommended 

that the design should allow expert behavior to be performed using minimum feedback. 

Performance with auditory linear menus might not be as bad as was originally assumed. In 

Experiment 2, auditory linear menus had the worst performance among the techniques; however, 

Figure 6.6 of this experiment shows that its performance is comparable to visual linear technique 

on day 5 (audio linear 2.77 s vs. visual linear 2.95 s, p > .05). The audio linear technique also 

improved faster than did the visual linear technique, likely due to the improvement of the gliding 

speed as shown in Figure 6.10. Post experimental interview indicated that as users started to 

remember the relative position of each item and got more familiar with the content of the menu, 

they were able to move faster to the point where the speed of movement in auditory menus was 

comparable to the speed of movement for visual menu. 

The longitudinal study was performed to see how the relative advantages of different menu 

selection techniques may change over time, and to provide a more detailed account of the 

transition from novice to expert behavior. The findings are consistent with the previous 

experiments except the specific findings highlighted above. It is encouraging to see the earPod 

can scale to a full two level menu and still maintain the theoretical advantages intended by its 

design under a longer testing period.  
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Chapter 7  
Experiment 4: Driving Simulation Study 

7.1 Introduction 
Although the desktop evaluation results presented in the preceding chapters strongly favored 

visual or dual interfaces, the desktop condition is not the only place where menu selection occurs. 

Today’s mobile devices are often used while a person is performing another task. In particular, 

cars are often driven while performing other tasks or dealing with various distractions, and this 

multitasking environment has attracted considerable research attention. 

According to a recent survey of American drivers12, menus on mobile devices (specifically the 

iPod) are commonly used while driving, especially by young drivers ages 18-24. Although the 

use of mobile devices while driving is considered to be dangerous, and its use is or will be 

prohibited in many jurisdictions (legislation has been introduced in many countries including 

Australia, France, Germany, Japan, Russia, Singapore, and the UK; for a complete list see 13), 

people continue to use their cell phones while driving. For instance, compliance with the UK ban 

has slipped from 90% at its introduction in 2003 to around 75% in 2007. Today there are some 

10 million UK motorists who admit to using a phone while driving, even though this activity is 

against the law14.  

Previous work on driver distraction resulting from cell phone use suggests that it competes for 

limited visual attentional resources, thus harming driving performance (e.g., Alm and Nilsson 

1994; McKnight and McKnight 1993). Other research suggests that cognitive load alone, 

separate from perceptual/motor load, is sufficient to produce distraction effects. For instance, 

Strayer and colleagues in a series of studies (Strayer, Drews, and Johnston 2003; Strayer and 

Johnston 2001) indicated that the cognitive act of generating a word is sufficient to cause 

                                                 
12 “2006 GMAC Insurance National Drivers Test,” http://www.gmacinsurance.com/SafeDriving/2006/ 
13 “Countries that ban cell phones while driving”, available at http://www.cellular-news.com/car_bans/ 
14 “Careless talk”, available at http://news.bbc.co.uk/2/hi/uk_news/magazine/6382077.stm 
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noticeable distraction effects. It is unclear then whether designing a mobile device so that it does 

not place additional demands on visual attentional resources would mitigate the harmful effects 

of distraction. The increased cognitive load of interacting, even with an eyes-free device such as 

the earPod, may be sufficient to result in adverse effects for driving performance. 

Given that it is difficult to make people stop engaging in secondary tasks while driving, there 

may be substantial value in directing efforts to better designing mobile devices to make their use 

by the driver of a car less egregious. That is, a user-centered design approach that is sensitive to 

the environmental constraints imposed by using a mobile device in the context of an on-going 

dynamic task.  

Experiment 2 provided empirical results for various menu interaction techniques under the 

desktop setting. It strongly suggested using the visual modality as the primary mean of feedback 

in desktop environment. However, it is an open empirical question whether visual interfaces also 

offer performance gains when the user is concurrently engaged in an ongoing dynamic task, such 

as driving a car. In particular, because visual interfaces demand visual attention, we might 

assume that this might lead to greater driver distraction than using audio. In the next section of 

this paper, I describe an experiment that tests the use of several menu techniques in a simulated 

driving environment to address this question. 

 

Figure 7.1: Driving simulation environment. 
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7.2 Experiment 

7.2.1 Participants 

Twelve participants (1 female) ranging in age from 20 to 35 years (mean 27), recruited within 

the university community, participated in the experiment. Subjects received $10 dollars per hour 

for their participation in the study. 

7.2.2 Procedure 

After completing the desktop trials, participants were asked to answer a set of questions 

regarding their experience with the desktop conditions. They then moved to the driving simulator 

and complete the menu selection tasks while driving. During the driving task at least 10 seconds 

elapsed between the end of one menu-selection trial and the start of the next trial; this time 

allowed participants to perform any necessary corrective steering after each trial and re-center 

the vehicle to a normal driving state. (Note that this constraint reduced the number of trials 

possible in the driving context, but was necessary to maintain the integrity of the driver 

performance data.) Participants were allowed to take breaks between trials. Breaks were enforced 

after a maximum of 15 minutes of driving to avoid fatigue. Before each of the desktop and 

driving conditions, participants received 8 practice trials (1 block) for that particular interface. 

Each participant performed the entire experiment in one sitting which took approximately 90 

minutes (the desktop condition typically finished within 20 minutes, and the driving condition 

typically lasted 40 minutes, with the extra time being used for questionnaires and breaks). After 

completion of the driving session, the same set of questions was asked again regarding user 

experience during the trials. 

7.2.3 Task and stimuli 

7.2.3.1 Driving setup and task 

The driving experiment was conducted using a desktop driving simulator. The simulation 

environment, coded in Java with OpenGL graphics, incorporates a three-lane highway with the 

driver’s vehicle in the center lane, as shown in Figure 19. The highway includes alternating 

straight segments and curved segments with varying curvatures, all of which can be driven at 

normal highway speeds. Navigating in this environment, drivers were asked to follow an 

automated lead car that runs at a constant speed of 65 miles/hour (~105 km/h) and to maintain a 
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reasonable, realistic following distance. A second automated vehicle, visible in the rear-view 

mirror, followed behind the driver’s car at a distance of roughly 50 feet (15 m), to provide an 

incentive for the driver not to fall too far behind the lead car. Construction cones were placed on 

each side of the driver’s lane to motivate as accurate lane keeping as possible. Previous versions 

of a very similar environment have been used to study various aspects of driver behavior (e.g., 

Salvucci 2005; Salvucci and Macuga 2002; Salvucci 2001). 

The hardware setup comprised of a desktop computer controlled by a Logitech MOMO® 

steering wheel with force feedback. The simulation was run on an Apple desktop computer with 

an Intel Xeon CPU running at 2.00 GHz, 2 GB RAM, and an NVIDIA GeForce 7300 GT 

graphics card. The environment was displayed on a 30’ (69 cm) monitor at a distance of roughly 

33’ (85 cm) from the driver. For added realism, a soundtrack of real driving noise was run 

continuously during the driving portions of the study. 

7.2.3.2 Mobile device setup and task 

The experiment was divided into two parts. The first part replicated Experiment 2 except it was 

much shorter. This setting allowed users to get familiar with the menu and the interaction 

techniques before they moved to the second and arguably more difficult part: driving while 

carrying out menu selection at the same time. The experiment was designed to simulate a 

realistic usage scenario.  

For the desktop conditions, the setup was exactly the same as for Experiment 2 except the 

following exception. 

1). Instead of using visual feedback for menus only, both audio and visual feedback were 

provided simultaneously. This allowed users to pick which form of feedback they preferred to 

attend to in different interfaces. Since driving is very different from desktop interaction, the 

visual feedback could have been a possible source of distraction, thus complicating the 

interpretation of results. However, using audio feedback alone would not have permitted analysis 

of modality effects. To address these issues, I decided to provide both types of feedback and 

allow users to pick the one they like to attend to during the experiment. In order to facilitate 

comparison between the desktop and driving conditions, both audio and visual feedback were 

also provided in the desktop condition. 
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For the mobile task setup in the driving conditions, an additional change was introduced. 

7.2.4 Design 

A within-participants design was used. The exact design is summarized below.  

Desktop condition:  

12 participants X 

6 techniques X 

8 items of 1 menu configurations: (condition 8) X  

4 blocks (3 blocks + 1 practice block for desktop conditions)  

+  

Driving condition 

12 participants X  

6 techniques X  

8 selection of menu items: (condition 8) X  

2 block (1 block+1 practice block for driving conditions)  

= 4032 menu selections in total (2880 + 1152). 

 

7.2.5 Design rationale 

The overall experiment design, especially for the conditions carried out under desktop settings, 

follows closely that of Experiment 2, and thus it is subject to similar tradeoffs. In the following 

section, only the differences between the two experiments are highlighted. The dual task 

simulated driving condition is the focus of this experiment, but the desktop condition is also 

essential since it provides the necessary training for users to get familiar with techniques. This 

closely simulates real world scenarios where users typically already have some experience with 

their devices before using them inside vehicles.  

Due to the extra time requirement imposed by the driving condition, only a one-level menu 

instead of two-level menus is used due to less time requirement for each trial and because a one-

level menu has shown to be a fairly good indicator of the general properties of a technique. The 

number of trials was adjusted in both the desktop and driving conditions to fit a 90 minute testing 

limit. To make the driving task more realistic, curvy roads were used.  
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7.2.6.2 Observations & subjective preference 

Although this experiment differed little from Experiment 2, a set of additional questions in the 

post experimental questionnaire allowed us to gain more insights into users’ experience. Since I 

used both visual and audio stimuli in this experiment, users were asked “Which stimuli did you 

attend to during the experiment?” Most participants reported using visual (11/12 subjects), with 

the remaining participant reporting the use of both types of feedback. For the question “Which 

feedback modality did you use under the dual modality conditions?” The answers were again 

consistently “visual” or “primarily visual”. For the question: “If you only used one type of 

feedback or primarily used only one type of feedback, did you found the other kind of feedback 

(audio or visual) distracting?”, several users answered “Yes, I found the audio feedback a bit 

distracting”, while most subjects said “No”. Based on this feedback, it’s clear that the visual 

modality is preferred under the single task desktop environment.  

7.2.6.3 Results in the Driving Condition 

7.2.6.3.1 Accuracy 

There were no significant differences in accuracy for either modality (audio 88.9%, visual 88.3%, 

and dual 88.8%) or menu style (radial 88.3%, and linear 89.0%). This is consistent with the 

findings from the desktop settings.  

 

7.2.6.3.2 Response Time 

There was a significant main effect of menu style, (F1,11=32.86, p<.001). Radial (3.34 s) was 

significantly faster than linear (4.12 s), which is also consistent with the findings from the 

desktop conditions. The average selection time for the six interfaces was: audio radial (3.27 s), 

audio linear (4.09 s), audio visual radial (3.53 s), audio visual linear (4.15 s), visual radial (3.27 

s), and visual linear (4.10 s). There was no significant main effect of modality on response time 

while driving. This is somewhat surprising since response time for audio was significantly 

slower than for visual in the desktop conditions.  

Between-subject analysis was also performed on the driving condition data (i.e., where only the 

first modality experienced was used, so that modality became a between subjects factor) to 
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ensure that the results obtained using repeated measures analysis were not attributable to the 

effects of asymmetric transfer between modalities when experienced in different orders. The 

results were consistent with the within-subject analysis. No significant effects were found for 

accuracy. For response times, there was a significant effect of menu style (F1,9 = 11.55, p < .01), 

with the linear menu style (4.35 s) being significantly slower on average  than the radial menu 

style (3.56 s). The comparison among different modalities was again not significant.  

7.2.6.3.3 Lateral Velocity 

In testing interaction in the driving context, arguably the most important aspect of this interaction 

is the effect on driver performance. One common way to measure performance involves analysis 

of the vehicle’s lateral (side-to-side) velocity as an indicator of vehicle stability. I computed the 

average lateral velocity over a time window that included the interaction time with the device 

plus a period of 5 seconds after the completion of the interaction; this latter period accounts for 

vehicle “correction” that typically takes place after distraction — during which the driver 

corrects the lateral position of the vehicle — which is best attributed to the immediately 

preceding interaction trial. 

 

Figure 7.3: Lateral velocity by modality. 

For this experiment, I found a significant effect of modality (F2,22=5.63, p<.05) but no significant 

effect of menu style (p=.35) and no significant interaction between modality and menu style 

(p=.82). The effect of modality is shown in Figure 7.3. Pairwise comparisons showed no 
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significant differences between the audio and the dual modalities, but both of these modalities 

differed significantly from the visual modality (p<.05).  The lower lateral velocity (i.e., higher 

stability) for the audio versus the visual condition indicates, not surprisingly, that the visual 

attention needed for the visual condition caused additional distraction, leading to worse 

performance.  Interestingly, the dual condition produced essentially the same reduction in the 

distraction effect as the audio condition, suggesting that drivers relied on the audio portion of the 

dual interaction while driving (which is supported by the drivers’ post-experiment reports as 

discussed below). 

 

Figure 7.4: Following distance by modality. 

7.2.6.3.4 Following Distance 

Lateral velocity is a measure of the results of distraction on driver performance. Another 

measure of distraction is the following distance to the lead car: in essence, as drivers feel 

themselves being distracted, they tend to back away from the car in front of them for safety 

reasons.  I computed the average following distance using the same time window around a 

particular trial as used for the analysis of lateral velocity. 

Overall, as for lateral velocity, drivers exhibited a significant effect of modality (F2,22=7.34, 

p<.01) but there was no significant main effect of menu style (p=.75) nor was there a significant 

interaction between modality and menu style (p=.33). The average following distances by 
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(Figure 7.3) are affected by modality in a similar way, suggesting that the effects of visual 

distraction affect both lateral velocity and following distance in a similar way. In terms of 

following distance, drivers responded to the increased distraction by backing off from the lead 

car, giving themselves more room for error. 

7.2.6.3.5 Observations & subjective preference 

When the setting shifted from single task desktop to dual task in the driving simulator, the 

responses to the post-experiment questions also changed. When questioned after the driving 

condition, for the question, “Which stimuli did you attend to during the experiment?” most 

participants said audio (10/12 subjects), with two participants saying both audio and visual. For 

the question “Which feedback modality did you use under the dual modality conditions?” The 

answers were again consistently “audio”. All participants felt that audio was much safer to use 

than visual while driving. For the question: “If you only used one type of feedback or primarily 

used only one type of feedback, did you find the other kind of feedback (audio or visual) 

distracting?”, most users reported that they totally ignored the visual feedback thus turning the 

dual modality interface into an audio only interface. However, users who occasionally glanced at 

the visual interface found the visual feedback not just distracting, but dangerous.  

7.2.6.4 Desktop vs. driving 

In the analyses reported in this section the results for the desktop conditions were compared with 

those for the driving condition. A new factor called experiment type was introduced into the 

analysis. The experiment type had two possible values: desktop condition and driving condition.  

7.2.6.4.1 Accuracy 

There was a significant main effect of experiment type, (F1,11=27.26, p<.001). The mean 

accuracy for desktop conditions (94.4%) was significantly higher than for the driving conditions 

(88.6%). This is not surprising since the user had to perform a more difficult task (2 selections in 

a row), and also had to deal with a secondary driving task.  
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Figure 7.5: Experiment type X modality interaction 

7.2.6.4.2 Response Time 

There was a significant main effect of experiment type on response time (F1,11=133.74, p<.001). 

The mean selection performance in the driving conditions (3.73 s) was significantly slower than 

the corresponding performance in the desktop conditions (2.63 s). This delay is likely due to the 

secondary driving task.  

There was a significant experiment type x modality interaction, (F2,22=12.13, p<.001). While 

response time was significantly slower for the audio conditions in the desktop settings, it was no 

slower than the other conditions while driving (Figure 7.5). This finding along with the empirical 

data obtained on lateral velocity and following distance all strongly suggest that the audio 

modality may be useful in driving, since it may increase safety without harming performance 

when interacting with a device.  

There was also a significant experiment type x menu style interaction, (F1,11=32.98, p<.001). A 

closer examination indicates that the radial menu style has a larger advantage in terms of 

response time than the linear menu style for the desktop setting (Figure 7.6). 



90 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Desktop

Driving

 

Figure 7.6: Experiment type X menu style interaction 

7.3 Discussion and design recommendations 
The results obtained differed substantially between the desktop and driving conditions. While the 

visual modality was the dominant and favored method of feedback in the desktop conditions and 

provided the best overall performance, audio feedback was found to be safer (to the extent that 

lateral velocity and following distance predict safety) and preferred while driving. There were 

also interesting and distinct usage patterns of the dual modality interfaces under different 

scenarios. All these effects, along with design recommendations for both desktop and driving 

scenarios, and general discussions of interface design for mobile and ubiquitous computing, are 

provided in detail below. 

7.3.1 Differences between Modalities 

The most dramatic differences were found for the modality of feedback. In fact, the effect of 

modality on performance and subjective feedback differed markedly between the desktop and 

driving conditions.  

7.3.1.1 Desktop condition 

Visual feedback was generally preferred by users, although 2/12 participants told us they 

preferred audio even in the desktop settings. However even for them, performance on the visual 
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and dual interface was much faster than the audio interfaces. Thus visual feedback is 

advantageous in this setting. Users’ experience for the dual modality interface was interesting. 

These interfaces received the highest overall ranking, and were ranked either as the favorite or as 

the second favorite interface. However, for users who strictly preferred a single kind of feedback 

their reaction toward the other modality differed. Users who preferred visual interfaces tended to 

find the audio slightly annoying. However, people who preferred audio feedback were not 

affected by the presentation of the visual interfaces and tended to rank them as acceptable 

alternatives. This is perhaps due to ability for people to close their eyes or not pay attention to 

the screen if they are tired of looking (Gaver 1997). 

Overall, visual and dual interfaces were the favorites for desktop settings. Perhaps the best 

strategy for the desktop setting is the dual interface but having the ability to turn off the audio or 

visual feedback if they wish to do so. 

7.3.1.2 Driving setting 

The change in user reaction between the desktop and driving settings was dramatic. In contrast to 

the desktop condition, audio was consistently judged to be much better than visual for driving. 

This was true even for users who strongly preferred visual feedback in the desktop settings. One 

such user said after completing the driving conditions: “Although I prefer visual feedback for 

desktop, I found it completely useless while driving, where audio is much better.” For the dual 

interfaces in the desktop setting, users tend to use both modalities of feedback when performing 

trials. While driving, most users completely ignored the visual feedback. Even for users who 

occasionally glanced at the screen for extra information, they felt negative about it. As one 

subject put it, “having the option to look at the visual information while driving is a potential 

safety hazard. I found myself tending to look at it while I was having difficulty finding the 

desirable item through audio, but it felt very dangerous, and I prefer an audio-only interface 

since it doesn’t allow me to look at all.”  

7.3.2 Linear vs. radial 

Compared to modality, menu style had a less dramatic effect, but still generated some interesting 

findings. Under both desktop and driving conditions, radial menu style yielded better 

performance than linear, and was more preferred by users. However, compared to the desktop 

settings, the radial menu style did relatively better in terms of speed in the driving conditions, as 
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indicated by the experiment type X menu style interaction effect shown in Figure 7.6. This 

indicates that in the more difficult driving environment, there is actually more incentive to switch 

to the radial menu style if possible.  

7.4 Summary and implications for design 
Based on the results of the experiments reported in this paper, I offer the following 

recommendation for the design of menu selection interfaces for use in single-task (i.e., desktop-

like) conditions or while the user is engaged with an on-going dynamic task (such as while 

driving a car).   

For desktop settings, radial and linear menu style each have their advantages — radial style is 

quicker to access, while linear style is more flexible and easier to design the structure and 

content of the menu. If the designer has a fixed-sized static menu, using visual or dual radial 

layout would likely yield better performance. Otherwise, visual or dual linear menu styles are 

also usable and are perhaps more suitable for menus that are longer or that have dynamic content.  

For driving conditions, I recommend audio radial menu interaction for fixed-sized static menu. If 

the menu size is longer or contains dynamic content, audio linear is probably more suitable, and 

visual interfaces are not recommended because of their interference with the primary driving task. 

Although audio interfaces are likely safer under driving conditions, they still impose a cognitive 

load which could may affect driving performance and reduce overall safety.  

Overall, if such devices need to be used in both conditions, I would recommend dual interfaces, 

but providing users with the option to “turn-off” either modality of feedback if desired. One 

particularly interesting design idea for driving conditions is that the system be augmented with 

an intelligent sensing technology, which could automatically turn-off the visual display in order 

to prevent any temptation for the driver to look at the display while driving, or could disable 

interaction with the mobile device in situations where the driving task becomes difficult (e.g., 

when driving through a busy intersection). 
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Chapter 8  
Conclusion 

8.1 Introduction 
This thesis introduced the earPod eyes-free menu selection technique. earPod combines gesture-

based touch input with reactive, interruptible audio feedback, and was shown in the research 

reported above to be a relatively effective and efficient method of menu selection. Experiments 1 

and 2 investigated earPod together with a number of related techniques varying in modality of 

feedback and menu style. Experiment 3 was a longitudinal study that compared the learning 

curves for earPod and related techniques. All the techniques considered in this dissertation were 

then tested in Experiment 4 in a dual task simulated driving scenario.  

This concluding chapter summarizes the contributions made in this dissertation, and points out 

limitations and opportunities. Section 8.2 focuses contributions in the following three categories: 

earPod methodology (section 8.2.1), empirical results (section 8.2.2), and design guidelines 

(8.2.3). Section 8.3 discusses some limitations of this research. Section 8.4 points out some 

opportunities for future research. Section 8.5 concludes with some final remarks.   

8.2 Contributions 
The contributions made in this research fall into three categories: a) designing and fine tuning the 

earPod technique, b) conducting experiments and analyzing the empirical results, c) forming 

design recommendations inferred from the results and observations obtained in the four 

experiments that were carried out. 

8.2.1 earPod methodology 

earPod combines gesture-based touch input with reactive and interruptible audio feedback. The 

two main contributions of its design concern the innovative use of reactive and interruptible 

audio feedback, and the use of both gliding and tapping user interaction that facilitates the 

transition from novice to expert performance.   
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Contribution 1: Development of a method for unifying relative (gliding) and absolute (tapping) 

menu access in a circular touch input, whilst provide a smooth and seamless transition between 

those two methods of access. 

The intent of this design is to facilitate novice-friendly relative auditory scanning using gliding 

movements and permit rapid and natural transition to an expert mode of behavior that utilizes 

tapping gestures. Both behaviors use the same input circular touch-based input device, and 

practice obtained in using gliding naturally tends to lead to tapping.  

Contribution 2: Development of an innovative eyes-free menu selection method with touch input 

and reactive audio feedback.  

Reactive and interruptible audio allows users to proactively discover available options at their 

own pace. They can control whether or not they hear (by touching or airing or by moving to or 

avoiding menu items using the finger), how much they want to hear about each item by control 

the speed of gliding. By moving the finger back and forth, the user achieves the effect of 

"scanning and comparing" the menu items without having to commit them to memory. 

Contribution 3: Development of a method for using continuous spatialized audio feedback 

during menu selection to reinforce the user's cognitive mapping between menu items and spatial 

locations on the touchpad. 

Spatialized audio feedback provides an additional cue as to the user’s current location in the 

menu selection space. Since earPod is an absolute technique where menu items are assigned to 

spatial positions, learning the mapping between items and positions is a necessary step for 

transitioning to expert (tapping) performance, which may be facilitated using spatialized audio 

feedback. 

8.2.2 Empirical results 

Contributions 4-7 summarize the major empirical results.  

Contribution 4: Demonstration, through experimental results, that performance with the earPod 

method was generally comparable with performance obtained using a visual linear menu. 



95 

When compared with an iPod-like visual linear menu in both one and two level menus in 

experiment 1, earPod was comparable in both speed and accuracy. With a small number of 

content items to be learned (16) earPod was significantly faster than iPod-like menu selection by 

the end of the session in experiment 1, but balanced against this the accuracy for iPod like 

selection was greater at the end of the longitudinal study (Experiment 3). Results from 

experiment 2 and 3 for the earPod and iPod-like techniques were generally comparable.  

Contribution 5: Demonstration, through experimental results, that learning was greater in the 

earPod condition than in the visual menu selection conditions. 

earPod menu selection tended to start slower but end up either faster than, or as fast as, visual 

menu selection. The higher learning rate for response time was also shown for audio selection in 

linear menus. However, the generalizability of this result will need to be tested in future research 

since there was some evidence of a speed accuracy tradeoff operating in the studies reported in 

this dissertation. There was a tendency in some conditions for earPod performance to be faster, 

but less accurate than the other menu selection techniques.  

Contribution 6: Demonstration, through experimental results, that earPod menu selection 

outperforms other techniques in the context of a visually demanding primary task. 

When used as a secondary task, earPod’s performance is comparable to that of visual radial 

menus, and is faster than that of visual linear menus. It is also safer to perform menu selection 

using earPod than either of the visual techniques in a simulated driving setting. These findings 

strongly suggest that the audio modality may be useful in driving, since it may increase safety 

without harming performance when interacting with a device.  

Contribution 7: Demonstration, through experimental results, that transition from novice to 

expert performance in earPod menu selection can be relatively fast, but is dependent on the 

number of menu items to be learned.  

The results of experiment 3 indicate that about 70-80% of the 64 items can be remembered after 

20 times (repetitions) of use. This number of repetition reduces to below 20 when only 16 items 

need to be remembered.  
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8.2.3 Design recommendations for using auditory interfaces in mobile 
devices.  

Contribution 8: Derivation of a design recommendation to use visual menus under single task 

settings, and to use auditory menus in a dual task setting when a visually demanding primary 

task is involved.  

Empirical results from this research show that it is beneficial to allow audio and visual interfaces 

to co-exist in the same device and to let them be used according to different scenarios and users’ 

specific needs. The methods for menu selection should be invariant to the interaction technique 

used, as demonstrated by the earPod and visual radial menus, where both visual and auditory 

interactions work in a consistent manner, meaning that the user need learn only a single mental 

model of the methods required to select an item from the menu.  

Contribution 9: Derivation of a design recommendation where earPod or visual radial menus 

are recommended for menus with a static structure and a maximum breadth of 12 or less. 

One of the conclusions drawn from this research is that the decision about when to use absolute 

vs. relative (list) menus in audio selection should depend on the amount, structure, and 

dynamism of the content. When their use is indicated, menus with absolute and direct access 

methods have better performance than menus that only allow relative (linear) access, especially 

for expert users.   

8.3 Limitations 
This research tested static menus with fixed breadth. The radial layout permits a breadth of up to 

12 items. The expert tapping mode of earPod will not work well with dynamic menus, nor with 

menus with breadth over 12 items. In these cases, alternative techniques need to be used.  

The menu items used in this research were limited to one-word items. It would be desirable for 

future studies to examine performance on real world menus where items are not limited to one 

word and where the items have a practical meaning (e.g., as functions or settings within a 

particular applications). Interruptible audio is most effective for menus consisting of one-word 

items. When menu items consist of multiple words or sentences, interruption may cause users to 

miss important information, resulting in selection errors. This is especially problematic for 

novice users who are not familiar with menu content.  If users listen to the entire message, 
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performance will be penalized. However, this is less of a problem for users already familiar with 

the menu content. More investigation is needed to reveal the tradeoff between interruption and 

item length. 

The longitudinal study that was conducted had a limited number of participants.  It is possible 

that some of the observed significant difference in accuracy between audio and visual modality 

as well as between linear and radial menu styles may be due to individual differences. It would 

be useful in future research to look at larger sample sizes and also to perform a longer study (e.g., 

more than one week long, or more than 35 repetitions per menu item) to determine if the audio 

radial technique will reach the performance of visual radial menu at asymptote, and to observe 

whether or not the audio linear technique can outperform the visual linear technique after 

sufficient learning has taken place.  

Experiment 4 was a cross-sectional study and did not look at long term learning effects. Given 

more time, it is possible that some of the users in our experiment might have learned to drive 

more “safely”, even in the visual condition. In general, performance improves following a power 

law of practice (Newell and Rosenbloom 1981). Further research is required to investigate 

asymptotic performance for menu selection while driving. However, since driving is considered 

a high-risk task, the potential cost associated with in-car training is extremely high. Even if an 

interface could eventually be used safely during driving (after extensive practice), any mistakes 

during practice could potentially be catastrophic. Thus the current experimental setting may have 

practical value in guiding safe vehicle interface design. 

 

8.4  Future work 
As previously mentioned, the design and evaluation of earPod are only one step towards the 

grand vision of establishing eyes-free interface as a new interaction paradigm. Many directions 

are possible for future work.  

earPod was shown to lead to relatively efficient performance, but there is still room for further 

technological refinement of the technique. Several directions are possible in this regard.  
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Further improvement for the hardware and software is one way to fine tune the interface. In the 

current approach, finger lifts are treated as button clicks to trigger menu selections. User 

experience may be improved if a clickable touch-sensitive device, such as Apple’s ClickWheel, 

is used. As a research prototype, the hardware and software used by earPod has not gone through 

the typical extensive optimization phase experienced by most industrial products. The method of 

selection detection can also be further tuned to improve accuracy. 

earPod currently uses only left to right spatial positioning based on time and intensity 

differences between the ears. Head Related Transfer Function (HRTF) may be used to enhance 

the spatialization effect. In certain environments, such as cars, sophisticated spatialization 

without wearing a headset, using external speakers. 

In addition to hardware refinement and optimization of software, two strategies may further 

improve the audio interaction efficiency: audio compression and dichotic listening. It is known 

that compression can speed up audio playback up to 2 times without losing clarity (Arons 1997). 

Future studies should explore the effect of audio compression on earPod performance. Dichotic 

listening is another possibility to increase information throughput using audio. Ranjan et al. 

(Ranjan, Balakrishnan, and Chignell 2006) found that participants were able to search audio 

content faster if two different audio tracks were presented simultaneously to each ear. Although 

our preliminary tests showed that overlapping audio signals might confuse users, this limitation 

might be overcome with additional design and research. However, both compression and 

dichotic listening may increase the cognitive load when interacting with earPod, which may not 

be desirable for mobile multi-task interactions.  

To further understand the impact of a particular design feature on cognitive load, methods are 

needed to quantify the amount of cognitive load required for techniques under different scenarios. 

Designing methods to empirically measure cognitive load is a promising future research topic for 

human-computer interaction in general. Accurate measurement of cognitive load may lead to 

improved theoretical models of menu selection using auditory feedback.  

Compared to the extensive research literature that already exists concerning the breadth vs. depth 

tradeoff in visual menus, with its consensus view that breadth is generally preferable to depth, 

the picture is much less clear for auditory menu interaction. For auditory interaction, much of the 

prior work has focused on designing IVR, but the results from those studies have been mixed, 
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with some results favoring breadth over depth while others have favored depth over breadth. 

While selection in visual menus can be modeled fairly well with the Hick-Hyman and Fitts’ 

Laws, there is no comparable predictive model for the time or effort associated with auditory 

menu selection. Thus it would be useful in future to develop both theoretical models of auditory 

menu selection as well as better understanding of the breadth vs. depth tradeoff in audio menu 

interaction. 

The results obtained concerning menu interactions in simulated driving should be validated in in-

vehicle studies before being applied to the design of menu interactions whilst driving. In addition 

to driving, there are other common usage scenarios that were not evaluated in this dissertation. 

One possible direction for future work is to evaluate these interfaces in other mobile scenarios 

such as walking, running, etc. Future research could also compare the mental load of auditory-

based techniques with visual techniques and examine the cognitive mechanisms that drive 

differences between audio and visual interactions in dual task settings.  

earPod was shown to be effective for static menu hierarchies of reasonable size in this 

dissertation. Strategies for traversing dynamic menus and menus of arbitrary length, such as a 

song list are worth exploring in future studies. Menu selection is only one of many possible tasks 

in an auditory interface. Menu selection was chosen as the focus for this research since command 

selection is a fundamental building block for more complex applications. However, development 

of an all-encompassing interface for eyes-free operations on auditory devices is a task for future 

research. Other tasks, such as drag and drop for the auditory interface are also worth exploring. 

Various interaction tasks can have different associated access models and therefore different 

properties for design. Further investigation may lead to a core set of auditory interaction 

techniques and may establish eyes-free interaction as a new interaction paradigm.  

Finally, it will be worthwhile to study eyes-free interaction in the context of real world 

applications. Many popular applications, such as audio conferencing and instant messaging, are 

starting to migrate to the mobile arena. If navigating the environment also requires close visual 

attention, using these applications simultaneously becomes difficult. The emergence of eyes-free 

interfaces may provide more freedom for users to use these applications in scenarios where they 

are currently difficult or impossible to use.  
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8.5 Final remarks 
Desktop computing has been dominated by visual interfaces. Auditory interfaces have generally 

been restricted to specialized devices such as telephones and MP3 players. However, as mobile 

devices become more widely deployed and used in a wider range of settings, there is an 

increasing need to develop truly eyes-free interfaces. As a first step in the process of developing 

innovative and comprehensive auditory interfaces, the research in this dissertation examined the 

problem of auditory menu selection. Touch input and reactive auditory feedback were combined 

in a synergistic way to create an innovative method of eyes-free menu selection that was shown 

to have favorable performance characteristics in a series of experiments.  

There seems to be no inherent reason why the current approach could not be extended to other 

aspects of the auditory interface. For instance, using spatialized audio, an audio space could be 

constructed as an analog to the “desktop and windows of the currently widely used graphical 

user interface. Mobile phones represent a particularly exciting platform on which to build 

futuristic auditory interfaces. 

As is typically in research, this dissertation may have raised more questions than it answered, 

Individual differences, the applied psychology of using earPod given the availability or lack 

thereof of various cognitive resources, patterns of learning for different menu architectures and 

types of menu (e.g., dynamic menus) are examples of many issues that could be addressed in 

future.  

However, specific research results aside, perhaps the most important point of this research was to 

show that innovative design can overcome some of the apparent limitations of the auditory 

modality. It took years of innovative research and design to construct the modern visual interface 

that we now take so much for granted, so why should the level of effort be any different for 

designing the auditory interface of the future? 
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Appendices 1: Order effects analysis 
Within-subject designs tend to have greater statistical power than corresponding between-

subjects designs because variability within individuals tends to be lower than variability between 

individuals (e.g., Box, Hunter, and Hunter 2005). Thus statistically significant results can 

typically be obtained in within-subject designs with fewer subjects. Between subject comparison 

require more subjects because each participant experiences only one cell of the design, and many 

additional participants are required in a between subjects study if there are a larger number of 

cells in the design matrix (i.e., combinations of factors). In addition, creating matched samples of 

subjects with similar skills and backgrounds can be a difficult and subjective task. However, 

crossover effects can happen between conditions in within-subjects design and order effects need 

to be examined to ensure that they do not provide a competing explanation for the results 

obtained.  

If learning effects are similar no matter which ordering of conditions is used, the problem of 

learning can generally be solved by counterbalancing the orders of presenting conditions to each 

subject so that there is no bias where some conditions benefit more from learning than others. 

However, counterbalanced designs cannot solve problems where learning effects are 

asymmetrical so that some conditions benefit more than others from being preceded by other 

conditions (Poulton and Freeman, 1966). For instance, if performance in condition B results in a 

learning benefit when it is done after condition A, but condition A’s performance receives no 

similar benefit when done after Condition B, then asymmetric transfer of learning is said to have 

occurred. This type of asymmetric transferring of learning can undermine the validity of results 

obtained, since a condition may appear to be better than another when a within subjects is used, 

but that advantage might evaporate if the conditions were subsequently compared in a between 

subjects design. There is no certain way to avoid possible asymmetric transfer effects except to 

use a between subjects design, but as noted above between subjects designs have their only 

problems and they would be wasteful and inefficient if used in situations where asymmetric 

transfer is not a problem.  

In realistic experimental contexts, and particularly in cases such as this dissertation where novel 

research is being carried out, it is generally not possibly to know in advance if asymmetric 

transfer will occur or not. In such cases a prudent strategy may be to conduct the experiment and 
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then carry out diagnostic analyses on the data to see if there is evidence of asymmetric transfer. 

In order to test for asymmetric transfer, the data can be censored so that only the initial 

conditions are considered in the analysis, essentially converting the experiment into a between 

subjects design. In this case the problem of asymmetric transfer is solved but at the cost of 

throwing away data, which may result in further data needing to be collected in order to obtain 

sufficient power for the statistical analyses.  

In the remained of this appendix, the diagnostic method used to test for the presence of 

asymmetric transfer in the experiments carried out in this dissertation is presented. Only possible 

asymmetric transfer effects are considered here, since counter-balanced designs were used for 

data collection throughout the dissertation research in order to ensure that no symmetrical 

learning biases occurred.  

The following strategy was used to protect against order and transfer effects. 

1. An efficient (incomplete) balanced design was used to implement a representative and 

balanced set of orders.  

2. In the case of experiment 1, where only one experimental factor was used, the possible 

order effect was testing using the interaction between the order factor and the 

experimental factor. 

3. For Experiments 2 and 4, the data were re-analyzed using only the portion of the data that 

represented a between-subjects design for the modality factor. Thus only the data of the 

first condition was kept in the analysis (with the data for the remaining two modalities 

per participant being discarded for this analysis).  Since asymmetric transfer could not 

have affected the resulting between subjects analysis, comparison of the repeated 

measures and between subjects results could then be used to determine if when an 

asymmetric transfer occurred. 

Order Analysis of Experiment 1  

Experiment 1 involved only two conditions. Possible influence of order effects was investigated 

using a mixed analysis (using order as a between subject factor) on both accuracy and response 

time. Results revealed no significant main effect for order, and there were no significant 
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interactions between order and the experimental condition. These results rule out the possibility 

that the results obtained in experiment 1 were tainted either by a basic order effect, or by 

asymmetric transfer.  

Order Analysis of Experiment 2  

Experiment 2 involved two factors: modality of feedback and menu style, with 3 and 2 levels, 

respectively. The order of the main effects was balanced, where modality of feedback had 6 

different variations, and menu style had 2. The interaction between these two dimensions was a 

3x2 design involving a total of six conditions. A complete design would have involved all 

possible orders of the six conditions, requiring 720 (6!) subjects. Thus a full balanced design for 

the interaction effects was not used.  

Between-subjects analysis of variance was performed on the interaction between modality and 

menu type to assess what would happen if asymmetric transfer was entirely removed from the 

data. There was a significant main effect of menu style (F1,13 = 25.60, p < .01), where linear 

menu style (1.97 s) was significantly slower than radial menu style (1.51 s).  There was also a 

significant main effect on modality (F2,13=5.24, p < .05). Audio modality (2.05 s) was 

significantly slower than both dual modality (1.68 s) and visual modality (1.5 s), while visual and 

dual are not significantly different from each other (p > .05). These results were consistent with 

the within-subject analysis. In contrast to the earlier repeated measures analysis, no significant 

interaction effect was found for modality x menu style.  Since this negative result was not likely 

due to lack of statistical power it seems likely that the significant interaction found between 

menu type and modality in the repeated measures analysis may actually have been due to the 

effects of asymmetric transfer. 

Order Analysis of Experiment 4  

Since the longitudinal study conducted in Experiment 3 used a between subjects design, there 

were no possible order effects and thus no order analysis was necessary. Thus the final order 

analysis carried out was for Experiment 4. The design of Experiment 4 used different groups of 

participants for the desktop condition and the driving condition respectively. Aside from the 

addition of the driving condition, the design of Experiment 4 was identical to that of, the 

Experiment 2, so the same strategy used to analyze Experiment 2 was also used for the data from 
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Appendices 2: Threats to validity 
All experimental designs represent a choice concerning tradeoffs that exist within the potential 

experimental design space. In this appendix the threats to validity of experimental results from 

this dissertation are noted. This appendix also attempts to justify, to the extent possible, the 

experimental design decisions that were made by highlighting the tradeoffs that governed and 

constrained the decisions that were made. 

For the four experiments carried out in this dissertation work, a number of limitations are 

common across experiments, while others are localized to particular experiments.  

Limitations Affecting Multiple Experiments 

The participants selected for all of the experimental studies were young and tech-savvy 

university students. As a result, the obtained experiment results may not be generalizable to older 

demographics or none tech-savvy populations. In addition, due to the limited number of subject 

used in each experiment, it is possible that the sample participants may not be representative 

even in the chosen demographic groups. This problem is particularly acute in the case of the 

longitudinal study (Experiment 3) where 8 participants were used. Although sample sizes were 

relatively small, the relative homogeneity of participants used also reduced error variation due to 

individual differences, leading to statistically significant, and interpretable, effects being 

identified. Collecting larger, or more diverse subject groups would have required considerably 

more effort and may have shifted the focus of this thesis more in the direction of confirmatory 

evaluation than design exploration. In addition, obtaining larger samples of university students 

would not have addressed the issues of generalizing to broader populations. 

Experiment 1, 2, and 4 ran fewer trials as compared to Experiment 3, so results obtained from 

these three experiments are more likely to reflect novice performance with each technique. It is 

possible that the relative advantages of each technique may change as people gain more 

experience with them. However, comparing the results of Experiment 1, 2, and 4 with those of 

Experiment 3, there is a general consistency in the results that makes it less likely that they will 

change dramatically when each menu method is used more extensively.   
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When comparing the results of Experiment 3 and others, it is found that the average accuracy for 

the longitudinal experiment is noticeably higher than the rest. Since the subjects are randomly 

selected from university community, it is unlikely that the sample population of Experiment 3 is 

different from the other experiments. A more plausible explanation is that Experiment 3 had an 

additional reward of 100 dollars that people could earn if they performed well and were fortunate 

in the ensuing raffle.  

Thus participants were likely more motivated to maintain high accuracy in Experiment 3. Thus it 

is possible that differences in results between the experiments may have been affected by 

differences in motivation. While this difference in motivation may be justifiable due to the need 

to provide participants with better motivation in a longer study differences in motivation stand as 

an additional threat to the validity of the results. It could be argued that motivation of 

participants is a problem in many human-computer interaction studies and that future research 

should address this issue more seriously.  

In all the experiments, only one word menu items were used. Menu with average length of more 

than one word per item may exhibit different characteristics, especially for menus with long 

items. Under these conditions, the advantage of the visual modality may be greater because of 

the greater load on auditory memory and the longer listening time that would likely result in the 

auditory conditions.  

The focus in the evaluation carried out in this dissertation was on performance with earPod and 

other menu selection methods. A choice was made to focus on design for the general population 

and there were no analyses of individual differences. However individual differences (such as 

audio/visual learner, left/right hemisphere thinker, and holistic/analytic users) are likely to 

influence and mediate menu selection performance and thus deserve to be considered in future 

research. 

 

Limitations for Specific experiments 

Limitations for Experiment 1 

One design tradeoff made in first experiment is that a subset of stimuli (16/64 choices) was 

chosen instead of all the 64 possible stimuli for a 2-level 8x8 menu. There is a possible risk that 
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using only 25% of the possible menu items may make the results difficult to generalize to a full 

2-level menu. However, this risk is somewhat mitigated by the results from Experiment 3 which 

showed similar characteristics to those of Experiment 1 even when all 64 items in an 8 x 8 menu 

were used.  

Limitations for Experiment 2 

Experiment 2 only used a 1 level menu, thus possible difference in performance and learning for 

deeper menu is not accessed. With 13 blocks of data, it is possible that the number of blocks was 

not large enough to access the full learning pattern. However, this deficiency was addressed in 

Experiment 3 where a detailed analysis of learning within a longitudinal study was carried out.  

Limitations for Experiment 3 

Because only male subjects were used, the results may not generalize to females. While the error 

variance may have been reduced by selecting a more homogeneous set of participants, the 

number of subjects was small and the experimental results may have been affected by individual 

differences. The experiment was run for the course of a week, but learning would likely have 

continued after that period and the collected data was likely part of a longer learning curve. This 

experiment used a 2-level menu. However, real world menus can be more complex and further 

research is needed to see if the present results generalize to more complex menu hierarchies. 

Limitations for Experiment 4  

Due to the limited trials used in the driving simulator, long term learning was not assessed in the 

driving condition. Despite the efforts made to make the simulated driving realistic, real world 

driving is necessarily more complex. Thus the results obtained from simulated driving may differ 

from the results that would have been obtained with real world driving. The menu used was a 

one-level menu, so research with larger and more complex menu may deserve exploration in 

future, although safety concerns about the effect on the primary driving task will tend to increase 

as the complexity of the menu selection task increases.  
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Appendices 3: Ethics documents  

Ethics application form 
1. Background, Purpose, Objectives 
 

Input techniques are essential to interactive computing. The diversifying of devices has raised 

challenges to the mouse and keyboard input model. In particular, due to the limited space for 

input and output, mobile devices require new input interaction methodologies.  

Previous research demonstrated pen based input techniques and audio cues, which require very 

limited screen space, are particularly suitable for mobile devices. Establishing interaction 

paradigms for such devices using a mixture of gestures, speech, and physical button for inputs, 

and visual and spatial audio cues for feedbacks, is an active research topic. Past research has 

show that gestural menus are a promising alternative to status-quo linear menus.  

The purpose of this study is to examine the performance of different types of gestural menu. The 

ultimate goal of this research is to provide design recommendations for mobile device interfaces.   

 
2. Research Methodology 
 

Participants will perform a set of menu commands using a pen on a tablet. Upon conclusion of 

the experiment, participants will answer a series of questions concerning the interface used in the 

experiment (please see attached questionnaire).  

 A multi-factor, between-subject design will be used for the experiment, with one independent 

variable being the type of gestural interaction used.  The second independent variable will be 

Chinese writing knowledge (novice vs. expert). This factor is included to assess whether or not 

experience with the greater variety of gestures used in Chinese writing will affect performance 

on gesture-based menus.   

Performance and preference data will be logged using software and they will be analyzed using 

analysis of variance (ANOVA). A power analysis will be used to determine the required sample 

size for this experiment. We anticipate that the necessary sample size will be between 12 and 20 

participants.  
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3. Participants 

 

Participants in this experiment will be University of Toronto students and their friends. We 

believe them to be representative of users of mobile devices. Participants will be 35 years old or 

younger and will have some experience in using a mobile device. 

 
1. Recruitment 
 

Participants will be recruited through email solicitation. A copy of the email message to be used 

for recruitment is attached.  

 
2. Risks and benefits 
 

There is minimal risk undertaken by participants in this experiment. Only summaries of the data 

will be presented in the final project report and no such summary will contain data that in any 

way identifies individual participants. Participants will be informed (on the attached consent 

form) that they may leave the study at any time for any reason and that they may request that 

their data be destroyed.   

Subjects will be paid $10 per hour for their participation in the study. Each participant will spend 

no more than two hours carrying out the experiment.     

 
3. Privacy and confidentiality 
 

Before participants agree to participate in the experiment, they will be given a complete 

description of the study and will be told how data the collected from them will be treated. 

Participant will sign a consent form (attached) agreeing in writing to participate in the 

experiment. Participants may at any time request that their data be removed from consideration 

(and destroyed) as indicated in the consent form that they sign. 

Participants will be identified by an assigned code and all data collected will be kept confidential. 

Information such as participant’s name, email addresses and telephone numbers will be kept 

separately from the participant’s questionnaire and performance data. This personal information 

will not be used in any internal or external reports without the participant’s explicit consent. No 
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personal or identifying information will remain in the coded data. Participants will be provided 

with information about their own results upon request. 

Only summaries of performance data will be presented in the report and no such summary will 

contain data that in any way identifies individual participants. 

 
4. Compensation 
 

Participants in the experiment will be paid $10 per hour for their participation in the experiment.  

 
5. Conflicts of interest 

 

There are no conflicts of interest. None of the participants have invested any resources in the 

development of the questionnaires being evaluated.  

 
6. Informed Consent Process 
 

Please see attached consent forms. 

 
7. Scholarly review 
 

The research poses minimal risk to participants. 

 
8. Additional ethics reviews 
 

Not Applicable 

 
9. Contracts 
 

Not Applicable 

 
10. Clinical Trials 
 

Not Applicable 
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Consent form for participation in the experiment  
“Interaction techniques for Mobile Devices” 

 
Investigators: Shengdong Zhao and Professor Mark Chignell 

Department of Computer Science, University of Toronto 
10 King’s College Road, Toronto, ON M5S 3G4, 416.978.6025 

 

Introductory Information:  I have been invited to participate in the experiment “Interaction 

techniques for Mobile Devices”. The purpose of this study is to examine the performance of 

different types of gestural menu. The ultimate goal of this research is to provide design 

recommendations for mobile device interfaces. 

What Will I be Asked to Do:  I understand that, as a participant in this experiment, I will be 

required to perform a set of menu commands using a pen on a tablet. Upon conclusion of the 

experiment, I will answer some questions concerning the interface used in the experiment (please 

see attached questionnaire).  

Risks and Benefits:  I understand there is minimal risk undertaken by participants in this 

experiment.  I also understand that my participation in this experiment will provide me with 

minimal direct benefit other than the opportunity to experience interactive techniques for mobile 

devices, and a small payment. 

Compensation:  I understand that I will be paid $10 per hour for participating and that there will 

be no academic consideration for participation in the experiment. To receive compensation, I 

will be asked to meet with the experimenter at a specified time and place. During this face-to-

face meeting, the experimenter will explain the details of the study to me and I will have the 

opportunity to ask any questions I have regarding the experiment (formal debriefing). The 

experiment should take about 2 hours or less to complete.  

Access to Information:  The research team, Shengdong Zhao and Professor Mark Chignell, will 

have access to the data in its raw and coded forms. Questionnaires and experimental data will be 

kept for the period of approximately 1 year. All retained information will be coded.  

Confidentiality and Publication of Results:  I understand that the results of my participation in 

this experiment will be kept confidential and that there will be no possibility that I can be 
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identified from or associated with any results or summaries of results, as presented or published 

subsequent to this experiment. 

Contact Information:  Please contact Shengdong Zhao for further information, phone: (416) 

978-7581, email: sszhao@dgp.toronto.edu. 

I have read the information provided to me on this experiment and I hereby consent to participate 

in the experiment “Interaction techniques for Mobile Devices”. The objectives, methods, tasks 

and procedures have been thoroughly explained to me and all of my questions and concerns of 

the experiment have been answered completely to my satisfaction. I have the right to withdraw 

from this experiment at any point in the experiment without penalty, and to request that my data 

be destroyed. 

 
Participant’s name:______________________________________________________________ 
 
Participant’s signature:___________________________________________________________ 
 
Participant’s preferred email:______________________________________________________ 
 
Date:_________________________________________________________________________ 


