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LSVP: Towards Effective On-the-go Video Learning Using Optical
Head-Mounted Displays

ASHWIN RAM and SHENGDONG ZHAO, NUS-HCI Lab, Department of Computer Science, National
University of Singapore, Singapore

Fig. 1. On-the-go video learning situation in smartphones vs. smart glasses (or Optical Head-mounted Displays (OHMD)).
On the phone, users need to switch their visual attention back and forth between the display and the environment when
watching a Khan style video. On the OHMD, we transform Khan style videos into Layered Serial Visual Presentation (LSVP)
with enhanced color contrast, transparent background, serial presentation of information, data persistence, and controlled
information density to allow easy viewing of both the video content and the environment on the go.

The ubiquity of mobile phones allows video content to be watched on the go. However, users’ current on-the-go video learning
experience on phones is encumbered by issues of toggling and managing attention between the video and surroundings, as
informed by our initial qualitative study. To alleviate this, we explore how combining the emergent smart glasses (Optical
Head-Mounted Display or OHMD) platform with a redesigned video presentation style can better distribute users’ attention
between learning and walking tasks. We evaluated three presentation techniques: highlighting, sequentiality, and data
persistence to find that combining sequentiality and data persistence is highly effective, yielding a 56% higher immediate
recall score compared to a static video presentation. We also compared the OHMD against smartphones to delineate the
advantages of either platform for on-the-go video learning in the context of everyday mobility tasks. We found that OHMDs
improved users’ 7-day delayed recall scores by 17% while still allowing 5.6% faster walking speed, especially during complex
mobility tasks. Based on the findings, we introduce Layered Serial Visual Presentation (LSVP) style, which incorporates
sequentiality, strict data persistence, and transparent background, among other properties, for future OHMD-based on-the-go
video learning.
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1 INTRODUCTION
Video is an effective tool for learning [29, 34]. It is widely utilized by platforms like Khan Academy [35], whose
videos are watched every month by over 2 million users [53]. Research indicates that an increasing number of
users utilize smartphones to learn from audio-visual content like flashcards during on-the-go scenarios [14, 52].
Dynamic content such as videos, however, can be much more challenging to watch on the go, as it requires
users to engage with small screens for longer periods, causing a potential conflict with the need to attend to the
environment, which is essential for safe navigation. Nevertheless, humans’ need for information is ubiquitous,
which leads us to an interesting research question: is it possible to make dynamic information such as videos
accessible even during on-the-go scenarios (e.g., walking)?

One may wonder if users want to watch videos on the go in the first place. Our preliminary study results show
that there is indeed such a need; however, several constraints make on-the-go video-watching a challenging
task. First, users’ attention gets fragmented between learning and attending to the demands of their on-the-go
environment. Such fragmented attention is known to impact users’ learning and walking negatively [10, 16].
Video as dynamic content requires more focused attention than other static forms of learning media [45], making
it more challenging to learn during on-the-go scenarios.

Secondly, smartphones (henceforth, just phones) naturally induce a heads-down nature of interaction referred
to as ‘smartphone zombies’ [2]. This heads-down interaction can lead to decreased situational awareness, thereby
increasing the risk of accidents while walking [49]. Prolonged use of such interactions can also contribute to
significant health problems such as turtleneck and spine injuries [26]. Apart from this, actively holding the
phone while viewing videos for prolonged periods can be tiresome and tedious [4], which further hinders users’
on-the-go video learning experience.

The emergent smart glasses (or Optical Head-Mounted Display henceforth, just OHMD) platform has shown
potential in alleviating some of the aforementioned challenges. Recent research has employed OHMDs to
perform basic mobile HCI tasks such as reading [48] and text editing [22] while walking, and found that the see-
through nature and heads-up wearability of OHMDs allow higher task performance and better path navigation.
Additionally, being wearable allows OHMDs to be operated hands-free (i.e., voice interaction), thus reducing
fatigue caused by prolonged holding of the phone.

The benefits of OHMD show its potential as an alternative platform for on-the-go video learning. Yet, simulta-
neous viewing of digital information and the environment in OHMDs can also distract users, making it harder to
concentrate on the video. Existing videos made with the assumption that users have dedicated attention while
watching may not suit the OHMD platform. Hence, we need to investigate how video content should be presented
to balance users’ learning and navigational needs.

In order to find a video presentation style that is suitable for OHMD, we analyzed common video presentation
techniques and narrowed down to three techniques that we regard as the most promising for OHMD-based video
learning: highlighting and sequentiality [9, 31], which can guide users’ attention, and data persistence, which can
ease the temporal load on the working memory [38, 45, 47].
A controlled experiment evaluation of these techniques revealed that presenting information sequentially

outperforms highlighting in terms of strengthening users’ fundamental "remember" skills [36], resulting in 36%
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higher immediate recall scores. This performance gain is achieved with minimal to no disruption in walking
speed. Additionally, combining sequentiality and complete data persistence can enhance the immediate recall
scores by 56% as compared with the baseline condition.

Based on the result, we developed Layered Serial Visual Presentation (LSVP), a video presentation style specifically
catered for on-the-go OHMD viewing. While LSVP may appear to be similar to the video presentation style of
Khan Academy (Khan style video) where information is sequentially displayed, it has a number of important
differences: 1) Data persistence is strictly preserved as once elements appear on the screen, they will not be
removed until the end of the video (in contrast, Khan style video often refreshes the screen during the middle of
the video). 2) To facilitate better path navigation, the background of the video is made transparent. 3) The color
of the video content needs to be adjusted/enhanced to ensure relative clarity over the environmental background.
4) The information density needs to be controlled so that the number of elements, when all preserved on the
screen, can fit the display.

To further validate this, we compared LSVP on OHMD with phones to delineate the benefits of either platform
for on-the-go video learning in different realistic mobility scenarios. Our results showed that by using LSVP for
video learning on OHMD, participants performed 17% better in 7-day delayed recall tests while walking 5.6%
faster as compared with video learning using phones, especially in more complex navigation scenarios, thereby
showing the potential for OHMD-based video learning.

The contribution of this paper is fourfold: 1) Enhance our understanding of on-the-go video learning through
a qualitative study. 2) Empirically investigated the effectiveness of three presentation techniques on balancing
user’s learning performance and path-navigation ability in OHMD platforms. 3) Empirically compared two device
platforms (phone vs. OHMD) and found that using OHMD can lead to better learning performance and faster
walking speed in a number of mobility scenarios. 4) Design implications for existing and future videos to support
on-the-go learning tasks on OHMD.

2 RELATED WORK
Our work covers three important research areas. First, we discuss prior works that have explored the use of videos
for on-the-go learning using phones, especially while walking. Next, we look at how OHMD, as an emergent
platform, can support learning applications including on-the-go video learning. Finally, we discuss literature
related to enhancing video-based learning through the use of presentation techniques.

2.1 Multitasking during On-the-go Video Learning
Active developments in e-learning have led to a surge in the number of learning videos available online [53].
With the ability to access learning content on phones, users are increasingly engaging in on-the-go learning
tasks [14, 23, 52]. However, previous work has found that walking affects learning on mobile devices [12, 16, 60].
Doolittle and Mariano [16] showed that an individual’s ability to learn declined when performed in conjunction
with walking. Similar results were found in the case of listening to educational podcasts while walking or jogging
[12] and in other everyday scenarios such as navigating traffic and walking between buildings [60]. This decline
in performance is attributed to the multitasking nature of on-the-go learning, which results in divided attention.
For an effective on-the-go learning experience, it is necessary to balance this divided attention between the
needs of both walking and learning. In this work, we explore how this trade-off can be achieved on the emergent
OHMD platform.

2.2 OHMD as an Emergent Platform for Learning and On-the-go Tasks
OHMD, with its heads-up viewing and hands-free access, is a wearable technology that has the potential to
support on-the-go information-seeking tasks. OHMDs have found increasing use in many domains such as
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medicine [1, 19], industry [56] and tourism [18]. Yet, its utility in education [6] has been mostly confined to
Augmented Reality (AR) applications for learning. For example, OHMDs have been considered for teaching
experimental physics in laboratories [30, 37] and anatomy [19]. However, these works do not focus on on-the-go
situations where frequent context switching and distractions are prevalent. Recent works have explored how
fundamental tasks such as reading [48] and text editing [22] can be re-designed to meet on-the-go needs, and
their results encourage us to extend such efforts to video learning contexts. Being able to engage in dynamic
content ubiquitously is an ambitious goal raised by Bret Victor [55]. Although the dynamic content we study is
not the same as the one described by Bret, we hope that our investigation can contribute to the understanding of
how dynamic content can be more effectively presented in on-the-go scenarios.

2.3 Effect of Presentation Techniques for Video Learning
Incorporating the right presentation techniques in videos can minimize the cognitive load on users’ working
memory and improve their learning [7]. In our discussion, we group these techniques into two main categories.

The first set of works focus on leveraging the modality effect of multimedia learning [51]. This can be done by
highlighting relevant parts of the on-screen visuals, such as by varying their brightness [33], and color [5, 31] to
guide the learner’s attention and improve their recall ability. Similarly, studies in visual attention [28] have found
that the sudden appearance of an object can also be an effective means of capturing attention. In the learning
context, Jamet et al. tested this by sequentially presenting learning material on-screen [9, 31] and found that it
led to faster processing [59] and higher levels of comprehension [9].
Other works have considered how the temporal load on the working memory can be eased during video

learning [45]. The maintenance of information on-screen for the entirety of the video, which is known as the
data persistence effect can be beneficial in this regard. This was identified by Lanir et al. [38] as an important
aspect of traditional blackboard lectures that promoted self-paced active learning and also improved recall [47].

However, the benefits of both categories of presentation techniques discussed above are specific to traditional
stationary learning scenarios. Such scenarios typically involve watching video lectures on a desktop or laptop
while seated comfortably in an environment with minimal distractions. For on-the-go scenarios with more
dynamic context switches, it is uncertain whether any of the above-mentioned strategies alone or in combination
will be sufficient for on-the-go video learning, thereby motivating our investigation in Study 2.

2.4 Background
On-the-go video learning is an instance of multitasking where users have to focus on the learning and walking
tasks simultaneously. To better understand and analyze such task interplay, we briefly discuss two existing
theories; Resource competition Framework (RCF) [46] and Cognitive Load Theory (CLT) [50].

The Resource Competition Framework (RCF) is useful for analyzing how users interact and multitask with HCI
tasks (e.g., watching videos, learning) and mobility tasks (e.g., walking, avoiding collisions, wayfinding) in mobile
contexts. It builds upon the important assumption that an individual’s cognitive resources are limited in capacity,
and these resources can be concurrently utilized for multiple tasks until the capacity limit is reached. When
performing an HCI task in a mobile scenario, there is a constant competition between the mobile HCI tasks and
ongoing mobility tasks for these cognitive resources. RCF further posits that with such competition, resources
will be shared hierarchically based on the intrinsic motivational needs and goals of the individual. Those tasks
which do not receive sufficient resources will be slowed-down, postponed, or terminated, leading to resource
depletion penalty. Yet, it is also possible to avoid resource depletion by adopting compensatory strategies that
can help manage cognitive resources efficiently.

Cognitive Learning Theory (CLT) states that, for effective learning, the cognitive load on the learners’ working
memory has to be minimal. This cognitive load is comprised of three parts: 1) intrinsic load, which is the load
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inherent to the topic being studied, 2) germane load, which is the level of cognitive activity required to consolidate
the learned information, and 3) extrinsic load, that often arises from a poorly designed lesson. In the context of
learning from multimedia content such as videos, the Cognitive Multimedia Learning Theory (CMLT) further
elaborates upon these constructs of CLT using the modality effect [42], which posits that presenting learning
material using both illustrations and spoken text can improve learning outcomes.

In this work, we use RCF in Study 1 for the deductive analysis of users’ on-the-go video learning behavior. We
rely on CLT and CMLT to narrow down on presentation techniques that can enhance on-the-go video learning
on OHMD and to explicate the findings that arise from Study 2.

3 STUDY 1: CURRENT LANDSCAPE OF ON-THE-GO VIDEO LEARNING
While previous works have shown that on-the-go learning is commonplace, these findings are mostly associated
with microlearning tasks (e.g., language learning) that occur in on-the-go contexts where the user is mostly
stationary, such as while waiting or sitting during commutes [14]. Less is known about users’ video learning
while walking, a non-stationary on-the-go scenario that forms a significant part of a user’s daily routine. Hence,
in our initial investigation, we aim to understand the current landscape of video watching and learning during
on-the-go scenarios involving walking. The insights from this study can shed light on the challenges that need to
be tackled to improve the video-based learning experience of users in on-the-go scenarios. To this end, we aim to
answer the following research questions:

RQ1: What are the motivations and preferences of people regarding watching videos on the go (i.e., walking)?

RQ2: What are the factors that make watching videos while walking more difficult than in a stationary setting?

The study was conducted in two stages. In the first stage, qualitative open-ended elicitation interviews were
conducted to understand the motivation of users and the challenges they face when video-watching while walking.
In the second stage, based on the insights from the interviews, we developed an online survey to understand how
relevant our interview findings are in a larger population base.

3.1 Participants and Procedure
3.1.1 Interviews. Sixteen volunteers (7 females; M = 23.4, SD = 2.82 years) were recruited through open calls on
chat groups. Half of the volunteers were working professionals, and the rest were from the university community.
They were selected if they possessed and identified themselves as regular users of phones during “on-the-go”
situations. Being on-the-go was described as “a situation where the user is in a mobile state” and examples were
provided for clarity.
Semi-structured interviews were conducted either remotely using video conferencing (14) or in person (2).

Remote interviews were favored due to the COVID-19 social distancing restrictions. The interview questions
sought to elicit information on the frequency of mobile device usage while walking, type of use, motivation
for watching videos (educational or entertainment) while walking and difficulties associated with it, media
preferences while learning, and perceived limitations of learning using videos while walking.

3.1.2 Surveys. The interviews revealed that users were divided in their preference for watching videos while
walking, for learning or otherwise. To further validate the generalizability of these results to the larger population,
we developed a questionnaire with a total of 18 questions split into four main sections which gather information
on: (1) The frequency and use cases of mobile devices in a variety of on-the-go situations. Sample questions
include, “Which of the following on-the-go situations do you encounter on a regular basis ?”, and “For what
purposes do you use any of your handheld mobile devices during on-the-go situations?” (2) The prevalence of
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video watching while walking and the difficulties involved through a set of open and close-ended questions,
such as, “How frequently do you find yourself watching videos (e.g., YouTube, social media, online courses) in
the given situations?” (3) The opinions on learning from videos while walking and related difficulties, using
close-ended questions (4) The demographics including age, gender, and educational background.

Pilot tests of the surveys were conducted with 5 users, leading to some questions being reworded or removed to
ensure that understandable language was used in the survey and the length was appropriate (around 10 minutes).
The final survey was created using Google Forms and distributed through e-mails and chat groups (Whatsapp,
Telegram, etc.). Participants completed the survey at a time and location of their choice after indicating their
agreement to complete the survey.

80 volunteers responded to the survey (37 females, M=23.55, SD=3.31 years). Participants were from a diverse
range of technological (e.g., engineering, computer science) and non-technological (e.g., architecture, design)
backgrounds. All respondents possessed and regularly used phones during common on-the-go situations such as
while sitting and standing on public transport, and walking for commutes.

3.2 Data Analysis
Interviews were audio-recorded, transcribed, and finally coded using Thematic Analysis following both an
inductive and deductive approach as laid out by Braun and Clarke [8]. For the deductive analysis, participants’
statements relevant to RCF (Resource Competition Framework) [46] that describe user behavior while multitasking
in on-the-go scenarios were identified. An inductive approach was then used to craft themes related to the
perspectives on video-based learning while walking. Themes were derived from data based on both their
frequency of occurrence and perceived substantive significance. Since the survey was meant to demonstrate the
relevance of our interview findings in the larger population, the survey results were analyzed in conjunction
with that of the interview.

4 STUDY 1: RESULTS
In this section, we first report the results of our deductive analysis using the relevant constructs of RCF. We then
provide an overview of the inductive analysis with a focus on two major themes: usability barriers and attitude
towards learning from videos while walking. For each statement, both interview and survey statistics will be
presented, if available, in the format of interview stats followed by survey results (i.e., 15/16, 62.5% means 15 out
of 16 interviewees, and 62.5% of the survey respondents agree with this statement).

4.1 Deductive Analysis
The most common on-the-go scenarios involving walking include commuting (15/16, 62.5%), short walks to
nearby destinations such as cafeterias, meeting rooms, etc. (16/16, 70%), and recreational walks (6/16, 43.8%).
Except for one interviewee who experienced motion sickness when using the phone while walking, all others
multitasked during these walking scenarios to make use of idle time.

In general, users multitasked with mobile HCI tasks (e.g., texting, watching videos) that did not compete with
ongoing mobility tasks of walking for attentional and cognitive resources. This finding is in agreement with the
multitask interference property predicted by RCF. For example, auditory-only HCI tasks such as listening to
music or news podcasts were preferred while walking, as these did not compete for visual resources that were
already under heavy use by the mobility tasks of walking. Performing visually involved mobile HCI tasks such as
watching videos while walking was challenging, and many users avoided it (7/16; 66.25%) or did so very rarely
(4/16; 20%). This was mainly because watching videos required focused attention, and this could not be afforded
while walking: “[While walking in the office] I need to be focused when watching a video. [But] I can’t do that as
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looking at my phone makes me unaware of my surroundings” (P6). This highlights the need for devices that can
offer better path navigation while facilitating visually intensive HCI tasks.
However, a number of users (5/16; 13.75%) frequently watched educational videos while walking as they had

intrinsic motivational needs or personal time-critical goals to achieve: “I like to keep myself updated on the
technology and automobile market” (P10), “My exam was coming soon and I couldn’t waste any time” (P2). The
educational videos watched by these users were generally visually engaging in nature and of diverse styles,
ranging from slides with an instructor to complete animations. According to RCF, these users were able to watch
and learn from videos while walking because resources for tasks are allocated hierarchically based on personal
needs and goals. Consequently, regular video watchers were able to divert sufficient resources to accommodate
video-based learning into their routine.

Apart from strong motivation, these users also adopted compensatory strategies to help them multitask. Such
strategies are integral in RCF for avoiding the resource depletion penalties that can be incurred while multitasking.
For instance, P10 remarked, “As I have been doing it [watching videos] for a long time, I know which parts [of the
video] to skip and which parts to focus”. This perceptual sampling strategy allowed users to effectively manage
their limited resources between mobility and mobile HCI tasks. Nevertheless, the experience of watching videos
while walking was far from ideal even for these users, with many stating that they often had to slow down their
walking or pause the video when looking out for potential obstacles. This implies the need to adapt video content
to the needs of on-the-go scenarios, allowing users to watch videos with less impact on mobility tasks.

It is also worth noting that several users who rarely watched videos on the go also expressed the desire to do
so. For example, P1 remarked, “[while walking in traffic] I needed to respond to a video sent by some colleagues
as soon as possible... I couldn’t give my full attention to the video as I was walking on the road”. Similarly, P14
expressed the wish to watch videos during commute: “My commute is quite long and I sometimes try to get work
done... I tried watching some Udemy videos but because of the environment, you miss a few seconds [of the
video] and then you need to keep rewinding it”. Although they want to multitask, such unpleasant experiences
lead these users to discontinue watching videos while walking.

In summary, video is an effective media that users often need to use on a wide range of occasions. However, due
to the situational impairments present while walking [24], users are often forced to give up watching videos on
the go. Nevertheless, quite a few people try to adapt to the situation and frequently watch videos while walking
due to personal goals, even though the experience of doing so is less desirable.

4.2 Inductive Analysis
We report findings from our inductive analysis, which revealed users’ perspectives on watching and learning
from videos while walking. We crafted two sub-themes from the data: usability barriers of phones and attitudes
towards learning from videos while walking.

4.2.1 Usability Barriers of Phones. As expected, users (10/16; 70%) did not prefer watching videos while walking
primarily because they found it difficult to manage their attention effectively between the video and the sur-
rounding environment. Furthermore, users (11/16, 63.7%) mentioned that they feared bumping into people or
vehicles: “I don’t want to hit someone or slip and fall but I also want to focus on the video” (P12).

Several participants (6/16; 66.3%) mentioned that active holding and heads-down use of the phone was difficult
and caused postural discomfort: “I need to take my phone out of my pocket, look down and keep the phone in
my hand to watch. This whole thing is itself a process which makes me lose my concentration. This should be
changed.” (P5). Apart from this, a few users (3/16; 37.5%) found the screen size of phones to be limiting, especially
for longer videos: “If the videos are longer than 5 minutes, I prefer to watch on a bigger screen like a laptop” (P1).
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(a) (b)

Fig. 2. Difference between viewing videos with a black transparent background (left) and a colored opaque background
(right) on OHMD

It serves to highlight here that much of the attention management difficulties and fears while walking arises
due to the inherent limitations of the phone device. This calls for the consideration of alternative mobile platforms
that could better manage on-the-go multitasking.

4.2.2 Attitudes towards Learning from Videos while Walking. In general, videos were highly favored by users
(14/16, 71.25%) for learning in stationary situations. However, due to the situational impairments of watching
videos while walking, users found themselves unable to engage in meaningful learning, although they needed
to do so. Nevertheless, as previously described, some users had modified their learning expectations and found
ways (compensatory viewing strategies) to make such learning useful. This indicates that there are potential
benefits that can be gained from on-the-go video learning if the process of watching videos while walking can be
facilitated in some manner.

To summarize, users’ current on-the-go video learning experience using phones is far from ideal, primarily due
to heads-down usage and the need to constantly toggle and manage their attention between the video and path
navigation as depicted in Figure 1. This motivated us to conduct a follow-up study to investigate the OHMD as
an alternative on-the-go video learning platform, as it allows a heads-up viewing experience that can potentially
improve path navigation and alleviate postural discomfort.

5 STUDY 2: IDENTIFYING SUITABLE PRESENTATION TECHNIQUES FOR OHMD-BASED VIDEO
LEARNING

Although OHMDs have several advantages, its see-through display naturally leads users to share their visual
bandwidth between the digital screen and the environment, making it harder for users to concentrate on the video
content. Thus, existing videos, made with an assumption that users have dedicated attention while watching may
not suit the OHMD platform. To find out, we began by conducting pilot studies to test existing learning videos
on the OHMD platform.
Through a literature review, we identified six common lecture video styles [11] that differed in the form

of instructional media and the level of human embodiment as shown in Figure 3. We conducted pilots with 4
participants by asking them to walk along a straight corridor and learn from lecture videos corresponding to
each style using an OHMD. For all pilots and studies, we used an Epson BT-300 binocular optical see-through
OHMD, which places the display in the center of the user’s line of sight [61]. It has a 1280x720 px resolution
display, 23◦ FoV with a projected distance of 80 inches at 5m.

During the pilot, participants were not allowed to interact with the video in any manner except to start playing
it. After watching each video, participants filled a post-questionnaire about how different visual aspects (e.g.,
animations, text, background, diagrams, and instructor presence) in the video affected their learning experience.
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Fig. 3. Six common lecture video styles used in the Pilot study

We found that most existing video styles were not designed for on-the-go OHMD-based viewing due to several
reasons. First, users preferred videos with a transparent background as they offered an unobstructed view of
the environment (see Figure 2(a)) and improved path navigation. Many existing lecture video styles (e.g., 2D
animation), however, utilize non-black backgrounds that appear opaque and obstruct a significant portion of the
visual field when viewed on an OHMD (see Figure 2(b)). Instead, the digital blackboard style videos were more
suitable for on-the-go viewing because the fully saturated black color became transparent in OHMDs, reducing
interference to the primary navigational task.

Second, certain video styles did not fully align with the principles of CMLT [42]. For example, 2D animation-
style videos usually showed a weak adherence to the modality principle by presenting certain information only
as visuals, without any supporting auditory explanation. Lastly, many existing video styles presented content
with relatively high information density. Although this is fine when users have dedicated attention, in the case of
walking, we found it necessary to control the information density of the video so that it is easier to follow. Our
pilots indicate that users preferred videos that had 15 or fewer visual elements1 evenly displayed on the screen of
the OHMD.
We then dug into existing literature for video presentation techniques that can possibly reduce the cognitive

load and improve the viewing experience. We found three presentation techniques that seemed most promising
for improving learning [9, 31, 47]: highlighting [31], sequentiality [9], and data persistence [47].

Highlighting refers to varying the salience of on-screen information along one or more perceptual dimensions
such as color, orientation, or brightness. This technique is useful for guiding the visual attention of users to the
relevant on-screen information, thereby facilitating visual search and enhancing the modality effect in video
learning [31].

Sequentiality refers to the progressive disclosure of information on the screen [9]. The sudden appearance of
information can guide the user’s attention [28] to the appropriate content, making it easier to link the added
information with orally spoken elements in the video. This property can reduce the user’s cognitive load and
improve the learning outcome [31]. Although both highlighting and sequentiality focus on content in a sequential
manner, highlighting not only highlights information, but also makes information visible to users at all times.
Conversely, in sequentiality, information is displayed in a just-in-time manner, i.e., information yet to be discussed
will not be displayed on the screen until they are mentioned.

Data Persistence refers to the property whereby information added to the screen is maintained throughout the
video. This property can reduce the temporal demand on the working memory, providing more time to encode
information into the long term memory, and thus boost the learning outcome [45, 47]. It is also an important

1Visual elements refer to logically related chunks of text/diagrams that are spatially contiguous in the video.
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Fig. 4. The four video styles compared in Study 2 to understand the individual impact of each presentation technique. The
table on the right shows the presentation techniques incorporated in each video style.

aspect of traditional blackboard lectures that allows learners to refer back to earlier content and relate it with
ongoing discussions [38].
While all three techniques look promising, what remains unknown is how each of them impacts on-the-go

video learning on OHMD. Thus, we conducted a controlled experiment with the following research questions
and hypotheses.

5.1 ResearchQuestions and Hypotheses
RQ1: How does highlighting relevant visuals affect users’ learning performance and walking ability in on-the-go
situations?

While highlighting has been shown to improve users’ learning performance in traditional stationary learning
scenarios [31], the additional visuals used for highlighting may present added distractions while walking. Hence,
we hypothesize that

H1.1: Highlighting will improve the user’s learning performance
H1.2: Highlighting may result in lower walking speed

RQ2: How does a progressive presentation of video content affect user’s learning performance and walking
ability during on-the-go situations?
As sequential presentation guides focus without the need for additional visuals, we expect users’ learning

performance to improve while leaving their walking ability largely unaffected.
H2.1: Progressive presentation will improve the user’s learning performance
H2.2: Progressive presentation will not cause a decline in walking speed

RQ3:What is the impact of data persistence on the learning performance and walking ability of users in on-the-go
situations?

Whereas previous research suggests that persistence can improve learning [47], the increased on-screen content
may hinder users’ walking ability.
H3.1: Data persistence will improve the user’s learning performance
H3.2: Data persistence can decrease walking speed
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5.2 Measures
We collected three types of measures to compare the different presentation techniques: immediate recognition
and recall scores to assess the learning performance based on the fundamental "remember" level of Bloom’s
taxonomy [36], Percentage of Preferred Walking Speed (PPWS) to measure the decline in users’ walking speed,
and a survey item to understand users’ perceptions about individual presentation techniques.
Immediate Recognition. This tests users’ ability to recognize whether a given piece of information is familiar.

This is an easier "remember" level task than recall due to the availability of more cues for memory retrieval [54].
The recognition test consisted of assertion and multiple-choice questions. The participant’s score (0-6) was used
as a measure of their recognition ability.
Immediate Recall. This tests users’ ability to retrieve information frommemory with little to no cues provided

to aid the memory retrieval process. The recall test consisted of filling in the blank or listing questions. The
participant’s score (0-9) was used as a measure of their recall ability.
Percentage of Preferred Walking Speed. This indicates how much slower a user walks as compared to

his/her preferred walking speed. To get PPWS, we first obtain users’ preferred walking speed (in m/s) by recording
the time taken by them to walk a fixed distance without wearing any device. The PPWS (0-100%) is then obtained
by dividing the walking speed during the task by the preferred walking speed.
Preference for presentation techniques. A post-experiment questionnaire item was provided after each

video asking participants to rate aspects of each presentation technique that impacted them positively or negatively.
This included questions like "Having information on the screen till the end of the video affected your on-the-go
video learning experience (positively/negatively)."

5.2.1 Scoring of Quiz. For both recognition and recall, correct answers received 1 point. If the word spellings
in the recall task were incorrect, we calculated the error on a participant’s answer using the Levenshtein [40]
distance, which counts the minimum number of insertions, deletions, and substitutions needed to correct the
spelling. If the error was greater than half the length of the word, it was awarded 0 points, otherwise, it was
awarded 1 point. For instance, if the word ‘sinoatrial’ (word length = 10) was misspelled as ‘cyanoareeal’, no
points were provided as the words differed by a Levenshtein distance of 6 units, which is greater than half the
word length.

5.3 Lecture Videos: Style and Content
We used digital blackboard style videos from the Khan Academy e-learning platform in our study. We focused on
this video style as previous research has shown that the characteristic digital handwriting feature in this video
style is beneficial for learning [20]. For the study, we used videos from an introductory level medical course
created by the khanacademymedicine YouTube channel. We chose a biology-related domain as it contains more
factual knowledge [44], making it well-suited for assessing the learning measures of interest in our study, i.e.,
users’ fundamental recognition and recall skills.

5.4 Participants & Apparatus
We recruited 16 participants P1-16 (6 female) from the university community. Their average age was (25.38±0.79)
years. Three of the users mentioned that they had prior experience using OHMD. Participants were ensured to
be from a non-biology background to minimize any potential bias due to prior knowledge.

The videos were pre-loaded and viewed in an offline manner on the default video player application in Epson.
We selected four videos from the khanacademymedicine Youtube channel (V1-V4). All videos were chosen to be
of similar lengths (V1: 8:25; V2: 8:29; V3: 8:44; V4: 8:25) and were pilot tested to ensure a similar level of difficulty.

The recall/recognition questions were created based on the terms and facts discussed in each video and piloted
to have a similar difficulty level across videos.
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5.5 Design
The study sought to compare the effects of incorporating three presentation techniques ∼ Highlighting (Yes, No)
x Sequentiality (Yes, No) x Data Persistence (Yes, No). While a full factorial design has 8 conditions, only 4 of
these were considered as shown in the table in Figure 4. Conditions where both sequentiality and data persistence
are absent are invalid because the information discussed at the end of the video persists for the entire video, thus
contradicting the data persistence property. Similarly, conditions involving both sequentiality and highlighting
were dropped as both techniques serve to guide users’ attention. Hence, we adopted a within-subject reduced
factorial design [13] for the study, where conditions were counterbalanced using a balanced Latin square.

5.5.1 Video Design. The four videos used for the study were modified to include the corresponding presentation
technique as shown in Figure 4. For the Overview and Overview Focus conditions, the video frame contains
all the information for the entire video duration. To incorporate highlighting in the Overview Focus condition,
the information associated with the ongoing audio explanation was enclosed within a fully saturated green
boundary. The green hue for highlighting was chosen based on previous research that suggested the global
effectiveness of green color for viewing on OHMD [21]. In the Sequential Focus and Layer conditions, the visuals
were progressively disclosed on the screen, coinciding with the relevant audio explanation. While this information
was removed immediately after the explanation was over in the Sequential Focus condition, the information
stayed on the screen till the end of the lecture in the Layer condition.

5.5.2 Walking Path. Participants watched and learned from the video as they walked back and forth on a 54m
long straight path consisting of objects such as dustbins placed along the sides. This setting was chosen to be
representative of common environments traversed by people on a daily basis.

5.6 Procedure
The experiment started by providing participants with instructions regarding the various tasks in the study and
recording their preferred walking speed by instructing them to walk at their normal pace along the straight path.
Next, they were provided with an initial warm-up session where they watched a demo lecture video to familiarize
themselves with the task.

To avoid fatigue, the experiment was conducted in two sessions lasting approximately 40 minutes each. During
each session, participants watched and learned from two videos on the OHMD, while walking back and forth
along the straight path. They were allowed to passively watch the video only once, but they were allowed to
adjust the OHMD to align with their view angle during the experiment if required.
After watching each video, participants took a quiz that tested their recognition and recall based on content

learned in that video and subsequently completed a post-questionnaire. A short break was provided before
moving on to the next video to avoid fatigue.

6 STUDY 2 - RESULTS
Immediate recognition/recall and PPWS scores did not meet the normality assumption of ANOVA (Shapiro-Wilk
tests, 𝑝 < .05). Therefore, the non-parametric Friedman’s test was used, with Wilcoxon signed rank tests and
Bonferroni correction for post hoc analysis.

6.1 Learning Performance
The Friedman’s test indicated a significant main effect in both immediate recall (𝜒2(3,𝑁=16) = 34.76, 𝑝 < 0.001) and
recognition (𝜒2(3,𝑁=16) = 20.81, 𝑝 < 0.001) as shown in Figure 5(a) and 5(b). Further post hoc analysis revealed the
following:
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Fig. 5. (a) Immediate recognition scores (b) Immediate Recall scores and (c) PPWS comparison for 16 participants.

Effects of Highlighting: Immediate recall was better in the Overview Focus condition (3.00 ± 0.59) than in the
Overview condition (1.19 ± 0.31) (𝑝𝑏𝑜𝑛𝑓 = 0.024, 𝑑 = 0.94) indicating that highlighting relevant visual elements
improves learning.

Effects of Sequentiality: We found that participants scored significantly higher in the Layer condition (6.25±0.35)
as opposed to the Overview condition in the recall tasks (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00). A significant improvement
was also seen in participants’ recognition scores when using the Layer condition (5.06 ± 0.23) instead of the
Overview condition (3.50 ± 0.24) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 0.93) . This demonstrates the importance of progressively
presenting information for on-the-go learning.
Effects of Data Persistence: Performance in both recall (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 0.93) and recognition (𝑝𝑏𝑜𝑛𝑓 =

0.01, 𝑑 = 1.00) tasks significanlty declined when data persistence was removed. This decline in performance was
much higher in recall tasks, with Sequential Focus condition having an average score of (3.12 ± 0.51) as opposed
to Layer condition (6.25 ± 0.35), providing clear evidence of the importance of data persistence for learning.

6.2 Percentage of Preferred Walking Speed
A significant main effect (𝜒2(3,𝑁=16) = 13.65, 𝑝 = 0.003) was found in the PPWS between conditions shown in
Figure 5(c). Post hoc analysis showed that:
Effects of Highlighting: No significant difference between the Overview Focus and Overview condition in

walking speed was found.
Effects of Sequentiality: There was a significant difference in the PPWS between Layer (77.5±4.2) and Overview

condition (72.10 ± 4.0) (𝑝𝑏𝑜𝑛𝑓 = 0.01, 𝑑 = 0.81).
Effects of Data Persistence: No significant difference was observed between the Sequential Focus and Layer

condition, implying that data persistence does not impact the user’s walking speed.

6.3 Post-questionnaire
Overall, more than half the participants (10/16) preferred having a transparent background for the video while
walking. We also found that most participants (12/16) prefer not to have all elements always presented on-screen,
as in the Overview and Overview Focus conditions. Most participants (12/16) however, mentioned that their
learning experience was better when the visual content was highlighted, as in the Overview Focus condition. In
both the Layer and Sequential Focus conditions, the content was progressively added to the screen. Yet, while only
a few participants (8/16) preferred this sequential feature in the Sequential Focus condition, most participants
(14/16) found it beneficial in the Layer condition. Moreover, the retention of discussed content until the end of the
video was also found to be beneficial by most participants (14/16) in the Layer condition. Apart from this, several
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participants also mentioned issues with the clarity of the video content when viewed against a clear background,
which hindered their ability to read certain words in the video.

6.4 Discussion
We organized the discussion below into parts that answer each of the research questions that we put forth earlier.

RQ1: How does highlighting relevant information affect users’ learning performance and walking ability in
on-the-go situations?
In our hypothesis H1.1, we had predicted that highlighting would improve both the recognition and recall

performance of users. Our results support this, showing significant gains in both learning tasks. This improvement
can be attributed to the appropriate guidance of users’ attention to relevant on-screen information, which helps
reduce the cognitive load on users’ working memory. These benefits of highlighting were also evident from
participants’ comments in the post-questionnaire; while participants in the Overview condition found it "difficult
to know what exactly he [speaker] was talking about" (P10), this issue was largely resolved in the Overview
Focus condition where participants felt it to be "helpful when the speaker highlighted what he was talking about
on the diagram" (P11).

However, our expectation from H1.2 that the walking speed would decrease in the Overview Focus condition
in comparison to the Overview condition did not hold. This could be due to the increased amount of cognitive
resources spent on visual search in the Overview condition, which in turn reduces the cognitive resources
available for walking.
RQ2: How does a progressive presentation of video content affect users’ learning performance and walking

ability during on-the-go situations?
Our prediction in H2.1 that sequentially presented content would improve both the recognition and recall

scores of users has proved true. This is because the sudden appearance of on-screen content evokes visual
attention, which in turn eases visual searching and reduces the user’s cognitive load.
Interestingly, the benefits of using sequentiality outweighed that of highlighting, with users’ scoring much

higher when the content is progressively added on-screen. This finding can be adequately interpreted from the
point of view of Perceptual Load Theory (PLT) [39], which is useful for explaining the selective attention processes
that occur in perceptual tasks. According to PLT, the attentional resources get utilized such that task-relevant
(target) stimuli are processed before task-irrelevant (distractor) stimuli. Moreover, if more attentional resources
are needed to focus on the target, i.e., the perceptual load of the target task is high; PLT states that there is
less spillover of attention to the distractors. In the context of video learning, the target can be interpreted as
information being explained in the video, and distractors refer to the remaining information on screen.
Applying PLT to our findings, we see that since both highlighting and sequentiality operate to guide users’

attention and ease the visual selection process, incorporating either technique will reduce the overall perceptual
load of the target task. In such a low perceptual load situation, according to PLT, the leftover attentional resources
would spill over to the distractors, i.e., the remaining on-screen content. The crucial difference, however, is that in
the Layer condition, this distractor content has already been discussed whereas in the Overview Focus condition
most of the distractors have not yet been discussed. Therefore, the attention spill over positively reinforces
learning in the former condition, but hinders learning in the latter condition.
Furthermore, users were able to achieve a 3.9 % faster walking speed when information was presented

sequentially as opposed to being highlighted. This could be due to the presence of additional visuals required for
highlighting in the Overview Focus condition, which can cause distractions, whereas progressively presented
content inherently evokes attention without the need for additional visuals that can distract the user.
RQ3: What is the impact of data persistence on the learning performance and walking ability of users in

on-the-go situations?
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The learning performance of participants was better in the Layer condition as opposed to the Sequential Focus
condition, implying the importance of data persistence. This was also evident in the user’s post-questionnaire
comments. For instance, participant P7 remarked, “I could not remember the words while attempting the quiz
because the words weren’t retained on-screen after explanation." This could be in large due to the temporal
demand imposed on the learner’s working memory by the transient video content [45]. Research has shown that
unattended information in an individual’s working memory lasts for about 10-15 seconds before being degraded
or replaced with new information [25]. For successful recall, this information must be encoded and consolidated
into the long term memory within this duration [32, 43]. In the case of the Sequential Focus condition, the
duration available for this encoding process is much shorter than in the Layer condition, thereby increasing the
demand on users’ working memory. Additionally, evidence also indicates that persistence can encourage active
learning where the user decides how to interlink the discussed contents leading to better recall [38, 47].

This controlled study revealed the significance of each of the three presentation techniques. However, due to
the unbalanced design of the study, it is difficult to distill the exact effect of each technique on the user’s learning
and walking ability. For example, to identify the effect of sequentiality, we compare Sequential Focus with the
Layer condition. However, since both conditions include data persistence, a pairwise comparison between the
conditions would show the effect of both sequentiality and its interaction with data persistence.
Nevertheless, the results inform us on the relative significance of the techniques. They indicate that both

sequentiality and complete data persistence are crucial, and should be combined for on-the-go video learning
on OHMDs. Also, as informed by our pilots, it is necessary to ensure the right level of information density in
the video (at most 15 visual elements evenly spaced out on-screen) and use a transparent video background to
improve the viewability of the surroundings. In addition, the original video content must be recolored using
shadow techniques in order to improve its color contrast with the environment.

We consolidate these requirements into the Layered Serial Visual Presentation (LSVP) style for OHMD-based
on-the-go video learning. Notably, although we move forward with the LSVP style in its current form for future
evaluation, we further modify LSVP based on an additional design aspect that arose in Study 3. Thus, the final
LSVP style, which we propose for future on-the-go video learning is further elaborated in Section 9.

7 STUDY 3: COMPARING OHMD VS. PHONE
Our previous study suggests that learning videos presented using LSVP style is best suited for OHMD-based
on-the-go video learning. Yet, it is unclear how our proposed solution compares against the current phone-based
video learning approach. While the advantage of OHMDs lies in its heads-up, hands-free usage, and its ability to
facilitate seamless switching of visual attention between the environment and video content, its see-through
display also makes it difficult for users to concentrate on the video content. Despite its heads-down usage, phones
offer a more exclusive viewing experience. Also, OHMDs today typically have a lower resolution than phones
and users are more familiar with phones than with OHMDs. These differences make it difficult to predict which
platform is more suitable for on-the-go video learning. To find out how the OHMD platform compares with the de
facto phone platform for on the go video learning, we conducted a controlled experiment. For our investigation,
we compared the platforms in different mobility scenarios of varying complexity.

7.1 ResearchQuestions and Hypotheses
To better understand how phones and OHMDs differ in their ability to balance users’ learning performance and
walking ability in various mobility scenarios, we investigated the following two main research questions:

RQ1: How do the platforms compare in enabling users to learn from videos and walk simultaneously?
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While the focused attention afforded by phones may be beneficial for on-the-go video-based learning, this
viewing behavior could degrade users’ navigation performance, especially in visually challenging mobility
scenarios. Contrarily, since the OHMD displays video content alongside the surroundings, it will enable quicker
attention-switches between the video content and surroundings. This led us to hypothesize that,
H1.1: Phones will improve users’ learning performance and path navigation in simple mobility scenarios.
H1.2: OHMDs will improve users’ learning performance and path navigation in complex mobility scenarios.

RQ2: What role does video design play in facilitating on-the-go video learning?
Although both LSVP and Khan style present data sequentially, LSVP uses complete data persistence as opposed
to Khan, where the data only persists partially. As a result, LSVP would naturally provide users with more time
to encode the learning content than Khan. Thus, we hypothesized that,
H2: LSVP style will outperform Khan style in terms of learning performance, irrespective of the platform.
It is unclear, however, as to what effect the video design will have on users’ walking speed.

7.2 Measures
We reused the immediate recognition/recall tests and PPWS measures from Study 2. We also incorporated two
additional measures:
DelayedRecognition&Recall.Given that language learning literature uses delayed tests as a strong indicator

that learning has happened in long term memory, we included 7-day delayed tests for a more comprehensive
understanding of the differences between the platforms, in terms of users’ fundamental “remember” skills [36].
The quiz was sent out to the participants via mail and consisted of recognition and recall questions. The question
formats were similar to those in the immediate tests. The participant’s score (0-10) was used as a measure of their
recognition and recall abilities. This added measure served to strengthen our learning performance results.
Platform preference. Participants were asked to indicate the platform they preferred for each mobility task

and their overall preference in a post-experiment questionnaire.

7.3 Design
Awithin-subject design with 2 Platforms (OHMD, Phone) x 2 Video Designs (Khan, LSVP) x 3 Mobility Tasks (Sim,
Obs, Nav) was used (details below), which resulted in 12 conditions per participant. The order of Platform and
Video Design variables were counterbalanced using a balanced Latin square design while the order of Mobility
Tasks was presented in sequential order with increasing difficulty.

With the number of conditions and tasks involved, the experiment was estimated to take 3 hours to complete.
Based on pilot feedback, we split the experiment into two 80-90 minute sessions with an inter-session break of
one hour to balance between continuity of the experiment and possible fatigue. Further details on the design of
the independent variable and their levels are given below.

7.3.1 Mobility Tasks. We included three mobility tasks with increasing levels of difficulty/complexity as shown
in Figure 6. These tasks simulate realistic everyday walking situations. Given that video visibility on the OHMD
is affected by outdoor lighting [21], all scenarios were designed in indoor lighting conditions to minimize any
platform-specific bias due to video visibility.

The simplest task: Sim used a straight path with no obstacles (shown in Fig 6(a)). The slightly more difficult Obs
task was designed as a curved 8-figure path with obstacles along the 8-figure outline (shown in Fig 6(b)), which is
representative of situations that require obstacle avoidance and more complex motor skills than a straight path
[27]. The Nav task was more challenging. It simulated wayfinding and required more cognitive faculties than
those necessary for Obs and Sim tasks [46] (more details below). The increasing difficulty of the mobility tasks
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(a) Sim (b) Obs (c) Nav

Fig. 6. Mobility tasks of varying complexity. In the Sim and Obs task, the paths measure 22.8m from start (green pin) to
finish (red pin). For Obs, one round measures 16.8m, taking 1.35 rounds to complete the path. For the Nav task, the distance
is measured to be ≈ 50m from start to finish.

was further confirmed by pilots, which showed a decrease in users’ Preferred Walking Speed (PWS) (Sim - 1.05
m/s, Obs - 0.9 m/s, Nav - 0.83 m/s).

Design of Nav Task. This task simulated a real-world navigation scenario where users needed to decide between
possible paths (represented by directions) at a junction (represented by signboards) to reach the correct location
(see Fig 3(c)). At the starting point (green circle in Fig 6(c)), users were initially assigned to one of five possible
destinations (Salon, Cinema, Gym, Cafe, Washroom). Consider the ‘Cinema’ as an example destination. The
signboard at the starting point shows an up-left arrow, which directs the user to walk diagonally to the left with
a 45◦ angle. Once the second signboard is reached, new instructions for the ‘Cinema’ appear, which instructs
the user to walk horizontally to the right. Following that instruction, users will see the third signboard, which
provides additional instructions, and so on until s/he reaches the destination (red flag in Fig 6(c)). The signboards
were placed at an optimal viewing height of 1.5 meters [3]. Note that although ‘Cinema’ in Fig 6(c) always appears
as the first item, the order in which the destination appears on the signboard was randomized in the experiment
to avoid shortcut behavior.

7.3.2 Video Design. We considered two video designs: the LSVP style from Study 2 adapted for the OHMD and
Khan style, which is an unmodified Khan Academy video suited for the phone.

7.4 Participants & Apparatus
Sixteen participants (8 females) aged between 20 to 26 years (22.81 ± 2.09) with high school or higher degrees
were recruited for the study. Participants were selected if they regularly watched videos on their phone while
walking and if they had not taken any course whose curriculum overlapped with the biology-related video content
used for the study. The latter condition was necessary to minimize any potential bias due to prior knowledge that
may aid users’ learning. Each participant was compensated in monetary form ($7.20 per hour). No participants
from Study 2 or any of our pilot studies participated in this study.
The setup for the OHMD platform is identical to that in Study 2. For the Phone platform, we let participants

use their own phones (instead of providing a standard phone) to maximize device familiarity [22]. The phones
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Table 1. Descriptive results for all conditions in Study 3

Sim Obs Nav
OHMD Phone OHMD Phone OHMD Phone
M SE M SE M SE M SE M SE M SE

LSVP 4.25 0.25 3.62 0.30 4.12 0.22 3.25 0.33 3.94 0.25 3.19 0.39
Immediate Recognition

Khan 3.50 0.20 4.25 0.25 3.43 0.26 3.81 0.16 2.81 0.21 3.37 0.30
LSVP 4.06 0.21 4.06 0.25 3.81 0.23 1.75 0.31 3.12 0.18 0.87 0.27

Immediate Recall
Khan 1.18 0.34 2.31 0.45 1.75 0.32 1.44 0.27 1.00 0.26 1.87 0.34
LSVP 4.00 0.24 2.68 0.22 3.62 0.38 3.25 0.25 3.37 0.27 2.44 0.33

Delayed Recognition
Khan 3.06 0.26 2.87 0.30 2.87 0.36 2.56 0.33 2.00 0.27 2.00 0.26
LSVP 3.00 0.48 0.37 0.18 2.50 0.39 0.62 0.27 1.19 0.27 0.18 0.13

Delayed Recall
Khan 0.12 0.12 0.31 0.19 0.37 0.15 0.62 0.15 0.44 0.13 0.37 0.15
LSVP 84.94 1.93 82.38 2.13 79.13 2.21 78.94 2.37 92.69 1.68 82.69 2.64

PPWS (%)
Khan 81.13 2.52 81.44 2.24 77.19 2.52 77.56 2.42 87.75 2.17 86.63 2.02

had a screen resolution of 1280 x 720 or higher to support the 720p quality of the videos. To have a more realistic
comparison with OHMD, we did not constrain the participants’ mobile video watching habits such as the choice
of hand(s), orientation, and the viewing distance for holding the phone. All videos had the same playback speed
and were received offline.

The video style and content domain remain unchanged from Study 2. We selected 12 videos related to different
concepts from the khanacademymedicine YouTube channel (V1-V12). All videos were trimmed to be of similar
lengths (M=6.03 min, SD=0.067 min) and were pilot tested to ensure a similar level of difficulty. Questions for the
recall/recognition tests were also designed in a manner similar to that in Study 2.

7.5 Procedure
Participants were initially briefed about the tasks in the experiment. Next, as a warm-up exercise, participants
walked along an alternate straight path while learning from a six-minute demo video, watching the first half of
the video on the OHMD and the rest on their phones.

Before starting the conditions in a mobility task, participants’ Preferred Walking Speed (PWS) in that mobility
task was recorded. During the experiment, participants watched videos on the platforms and walked at their
natural pace as they learned the video content and engaged in the mobility task. The resulting walking speed
was also monitored for each condition. After each video, participants took a quiz that assessed their immediate
recall and recognition abilities for the topic learned in that condition. A short break was provided between each
condition to reduce fatigue.

After the experiment, participants completed a questionnaire and a short interview where they described their
preference for a platform in each mobility task, along with the reasons for their choice. The experiment took 4
hours to complete (inclusive of the inter-session break).

After 7 days, a quiz was sent to the participants to test their delayed recall and recognition abilities. The quiz
contained a total of 120 questions, with 10 questions (5 recognition, 5 recall) on each video they watched in a
condition. Users were instructed to complete the test solely based on what they remembered and were asked not
to refer to any online/offline content.
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8 STUDY 3: RESULTS
All results violated the normality assumption of ANOVA (Shapiro-Wilk tests, p<.05). Therefore, repeated measures
ANOVA was performed after applying aligned rank transformation [58], with Bonferroni corrected post hoc
analysis. Table 1 summarizes the descriptive results.

8.1 Learning Performance
A repeated measures analysis of variance (ANOVA) was performed individually on the immediate recognition,
immediate recall, delayed recognition, and delayed recall scores after ART ∼ Platform x Video Design x Mobility
Task. The results are shown in Figure 7 and Figure 8.
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Fig. 7. (a)-(d) Measured outcomes for learning performance comparing OHMD with phone

8.1.1 Immediate Recognition. The ANOVA revealed a significant main effect for Mobility Task (𝐹2,30 = 8.30, 𝑝 =

0.001, 𝜔2 = 0.132). The scores were significantly lower in theNav task as compared toObs (𝑝𝑏𝑜𝑛𝑓 = 0.008, 𝑑 = 0.90)
and Sim (𝑝𝑏𝑜𝑛𝑓 = 0.010, 𝑑 = 0.87) however, no significant difference between Obs and Sim tasks were found.

Additionally, there was a significant Platform x Video Design (𝐹1,15 = 25.16, 𝑝 < 0.001, 𝜔2 = 0.234) interaction
effect on the immediate recognition performance. Post hoc analysis showed that overall, OHMD with LSVP style
(4.10 ± 0.14) significantly outperformed OHMD with Khan (3.25 ± 0.13) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 0.91) and phone with
LSVP (3.35 ± 0.19) (𝑝𝑏𝑜𝑛𝑓 = 0.024, 𝑑 = 0.84).

8.1.2 Immediate Recall. There was a significant main effect for Platform (𝐹1,15 = 6.31, 𝑝 = 0.024, 𝜔2 = 0.101),
Mobility Task (𝐹2,30 = 15.57, 𝑝 < 0.001, 𝜔2 = 0.292) and Video Design (𝐹1,15 = 57.08, 𝑝 < 0.001, 𝜔2 = 0.524).
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(a) Immediate Recognition (b) Delayed Recognition (c) Immediate Recall (d) Delayed Recall

Fig. 8. Interaction effects between Platform and Video design for Learning performance

Participants’ score was better overall using the OHMD (2.49 ± 0.16) than with the phone (2.05 ± 0.16) (𝑝𝑏𝑜𝑛𝑓 =

0.024, 𝑑 = 0.63). Additionally, the LSVP style (2.94 ± 0.16) outperformed the Khan design (1.60 ± 0.14) (𝑝𝑏𝑜𝑛𝑓 <

0.001, 𝑑 = 1.89).
There were also significant interaction effects observed on immediate recall scores: Platform x Mobility Task

(𝐹2,30 = 15.18, 𝑝 < 0.001, 𝜔2 = 0.240), Platform x Video Design (𝐹1,15 = 74.31, 𝑝 < 0.001, 𝜔2 = 0.420), and
Mobility Task x Video Design (𝐹2,30 = 7.84, 𝑝 = 0.002, 𝜔2 = 0.159). Post hoc analysis showed that overall, OHMD
has comparable performance to the phone in case of the Sim task but outperformed the phone on the Obs
(𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00) task. In terms of video design, the LSVP style in OHMD (3.67±0.13) offered a significant
improvement in immediate recall scores across all mobility tasks, as compared to the Khan design in both the
phone (1.87 ± 0.21) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 0.91) and OHMD (1.31 ± 0.18) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00). Furthermore,
while the use of LSVP style showed no significant difference in scores for either platform in the case of the Sim
task, this difference became significant with increasing mobility task complexity. In case of the Obs task, the use
of LSVP style on OHMD outperformed that on the phone significantly by (2.06 ± 0.31) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00)
whereas in the Nav task, the difference was higher (2.25 ± 0.23) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00).

8.1.3 Delayed Recognition. A significant main effect was seen in the Platform (𝐹1,15 = 12.61, 𝑝 = 0.003, 𝜔2 =

0.144), Mobility Task (𝐹2,30 = 16.28, 𝑝 < 0.001, 𝜔2 = 0.211)and Video Design (𝐹1,15 = 13.71, 𝑝 = 0.002, 𝜔2 = 0.188).
In general, participants were able to perform better using the OHMD (3.16 ± 0.14) than with the phone (2.63 ±
0.12) (𝑝𝑏𝑜𝑛𝑓 = 0.004, 𝑑 = 0.88) in 7 day delayed recognition test. In addition to this, the LSVP style (3.23 ± 0.13)
outperformed the Khan design (2.56 ± 0.13) (𝑝𝑏𝑜𝑛𝑓 = 0.002, 𝑑 = 0.92). The scores also decreased as the mobility
task became more complex, and was significantly lower in the Nav task than the Obs (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.28)
and Sim (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.28) task.

Furthermore, a significant interaction effect was observed between Platform x Video Design (𝐹1,15 = 25.16, 𝑝 <

0.001, 𝜔2 = 0.234) on the delayed recognition performance. Post hoc tests showed that overall, OHMD with
LSVP style (3.67 ± 0.18) significantly outperformed OHMD (2.65 ± 0.18) (𝑝𝑏𝑜𝑛𝑓 = 0.012, 𝑑 = 0.83) and phone
(2.48 ± 0.17) (𝑝𝑏𝑜𝑛𝑓 = 0.018, 𝑑 = 0.79) with Khan style.

8.1.4 Delayed Recall. A significant main effect for Platform (𝐹1,15 = 145.38, 𝑝 < 0.001, 𝜔2 = 0.622), Mobility
Task (𝐹2,30 = 15.57, 𝑝 < 0.001, 𝜔2 = 0.292) and Video Design (𝐹1,15 = 79.19, 𝑝 < 0.001, 𝜔2 = 0.616). Overall,
using the OHMD improved participants’ delayed recall scores than when they used the phone by (0.85 ±
0.06) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 3.01). The LSVP style also led to significantly better performance than the Khan design
by (0.94 ± 0.12) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 2.22).
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Fig. 9. Comparison of phones with OHMD in terms of (a) PPWS (b) Preferred Technique measured for 16 participants.

The ANOVA also revealed the following significant interaction effects: Platform x Video Design (𝐹1,15 =

124.16, 𝑝 < 0.001, 𝜔2 = 0.654), Platform x Mobility Task (𝐹2,30 = 4.43, 𝑝 = 0.021, 𝜔2 = 0.111) and Mobility Task x
Video Design (𝐹2,30 = 20.54, 𝑝 < 0.001, 𝜔2 = 0.341). Post hoc analysis showed that the use of LSVP style on the
OHMD (2.23 ± 0.25) offered a significant improvement in delayed recall scores, as compared to using the Khan
design on the phone (0.39 ± 0.19) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00) and the OHMD (0.31 ± 0.08) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00).

8.2 Percentage of Preferred Walking Speed
We performed repeated measures ANOVA on PPWS scores ∼ Platform x Video Design x Mobility Task, shown
in Figure 9. There was a significant main effect for Platform (𝐹1,15 = 7.52, 𝑝 = 0.015, 𝜔2 = 0.013), Mobility Task
(𝐹2,30 = 38.66, 𝑝 < 0.001, 𝜔2 = 0.173), and Video Design (𝐹1,15 = 26.85, 𝑝 < 0.001, 𝜔2 = 0.009). PPWS with the
phone (81.60 ± 0.96) was significantly lower than with the OHMD (83.80 ± 1.01) (𝑝𝑏𝑜𝑛𝑓 = 0.015, 𝑑 = 0.68). PPWS
was also higher while using the LSVP style (83.46 ± 0.93) than the Khan design (81.95 ± 0.99) (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 =

1.29). Furthermore, there was a significant Platform x Mobility Task (𝐹2,30 = 5.63, 𝑝 = 0.008, 𝜔2 = 0.016), and
Platform x Video Design (𝐹1,15 = 9.92, 𝑝 = 0.007, 𝜔2 = 0.009) interaction effect on PPWS.
Post hoc comparison showed that the OHMD (90.22 ± 1.42) allowed participants to maintain significantly

higher PPWS than the phone (84.66 ± 1.67) in the Nav task (𝑝𝑏𝑜𝑛𝑓 < 0.001, 𝑑 = 1.00). The improved PPWS of
OHMD on the Nav task, however, was observed only when the OHMD used the LSVP design as opposed to other
possible platform-video design combinations (all at the 𝑝𝑏𝑜𝑛𝑓 < 0.001 level). For the other mobility tasks and
video designs, there was no significant difference between the OHMD and the phone.

8.3 Discussion
RQ1: How do the platforms compare in managing the user’s visual/cognitive needs during on-the-go video
learning?
Overall, participants were able to walk faster and learn better with the OHMD as compared with the phone.

These results were unexpected given that most (except one) of the participants were first time users of the OHMD.
In particular, the OHMD had a significant advantage over the phone when the mobility task complexity was
higher, as seen in the case of the Obs and Nav tasks. Thus, our hypothesis that the OHMD will enable better
on-the-go video learning in complex mobility tasks was validated.

In terms of learning ability, there was no significant difference in both the immediate and delayed recognition
scores achieved by participants using either platform. This indicates that both platforms can sufficiently handle
the visual/cognitive needs necessary for easier learning tasks like recognition. On the other hand, in the more
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challenging immediate and delayed recall tasks, the OHMDoutperformed the phone in complexmobility situations
where users needed to switch their attention between the video and the surroundings. In such situations, the
OHMD offered lower attention-switching latency as compared to the phone, thereby allowing users to utilize
their visual/cognitive resources for learning effectively. This was also verified by participants (68.8%), who felt
that switching attention between the content and the surroundings was more effortless on the OHMD display as
compared to moving their head up and down while using the phone.
Participants were also able to reach significantly higher overall walking speeds while using the OHMD than

with the phone with two exceptions. 1) In the Sim task, no significant increase in walking speed was observed.
This is expected as the Sim task does not require much attention switching, so that walking speeds are not as
affected. 2) In the Obs task, the walking speed was equivalent for both platforms. From the interview comments,
we learned that obstacles in the Obs task could easily be detected from a natural heads-down position merely by
“looking sideways from the phone screen”. In such a scenario, participants had mixed feelings about the benefits
of the OHMD, with 7 of 16 participants finding the phone just as comfortable as the OHMD.
The advantages offered by the OHMD, however, were prominent in the more complex Nav task, with 11

of 16 participants finding it easier and faster (5.7% higher PPWS) to walk using the OHMD as opposed to the
phone. This is because with heads-up viewing on OHMD, participants could easily switch their attention to the
signboards using peripheral vision. However, on the phone, they had to toggle their view from heads-down to
heads-up, resulting in discomfort and delay.
RQ2: How does the LSVP video design help facilitate on-the-go video learning in the different mobility tasks?
Validating our hypothesis, the LSVP style was found to be more suitable for on-the-go video learning in general,

improving users’ learning and walking ability. In particular, there was a significant increase in participants’
immediate and delayed recall scores, further confirming our findings from Study 2 that the complete retention of
on-screen information can help reduce the temporal demand on users’ working memory, which in turn allows
for better encoding of learning content.

Yet, these benefits were more apparent only in the more complex Obs and Nav tasks when the LSVP style was
coupled with the OHMD. This is because when using the OHMD, users had constant access to the video content
on the display as they walked, a feature that complements and allows users to utilize the information retained
on-screen by the LSVP style effectively. On the other hand, using the LSVP style on the phone did not produce a
similar effect as users constantly needed to lift their heads up from the phone during complex mobility tasks, and
so were unable to make effective use of the retained on-screen information. Consequently, we see no significant
difference in using either the LSVP or Khan style on phones.

9 OVERALL DISCUSSION
Our interviews and surveys revealed a gap that exists between users’ needs and their current on-the-go video
learning experience using phones. In particular, due to the heads-down nature of interaction, users found it
difficult to balance their attention between the video and path-navigation. Despite these disadvantages, watching
videos on the go is still frequently practiced by a handful of users who use compensatory strategies such as
perceptual sampling to help them efficiently manage their attentional resources between the mobility and HCI
tasks. To resolve this gap and facilitate users’ on-the-go video learning experience, in Study 2, we experimented
with how combining the OHMD platform with a redesigned video presentation style can help balance video
learning and navigational needs. Our results showed that the Layer presentation style, which combines sequential
presentation and complete data persistence effectively improves users’ immediate recognition scores by 26% and
recall by 56%. Based on the study results, we propose LSVP, a modified Layer presentation style, as the most
suitable presentation style for OHMD-based video learning.
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The above findings were further validated in Study 3, where we investigated how our proposed solution
(combining OHMD with LSVP video design) compared with the phone-based approach in accommodating the
needs of video learning in mobility tasks with varying difficulties. With LSVP, we found it possible to achieve
comparable or even better video learning using OHMD, as our participants scored better in both immediate
and 7-day delayed recognition/recall tests. In addition, OHMD allowed users to walk faster on paths with
greater navigational difficulty. The heads-up viewing and see-through properties of OHMD were crucial to this
improvement of navigational performance, as evidenced by participants’ open-ended comments: "I could easily
look out to see the signboards without having to look up and down" (P3). "I felt safer learning with the OHMD,
knowing that I can also see what is outside at all times" (P8).

These results indicate the need to choose a mobile platform that allows users to achieve meaningful learning
while providing them with a feeling of safety while walking. In simple on-the-go scenarios where users can pay
more attention to the learning content, phones may be a better option as they provide users with an exclusive
focus on the video content. On the other hand, in on-the-go multitasking situations where the mobility task
is less intensive, the properties of OHMD helped them navigate the path better, making it potentially safer for
on-the-go multitasking. However, in highly complex navigation scenarios (i.e., driving fast on a curvy road), a
cognitive bottleneck may occur. In such cases, OHMD may not be able to help either. Hence, we recommend
using OHMD for on-the-go video learning while performing less intensive complex mobility tasks, and phones
for simpler on-the-go scenarios.

While this work takes a first step towards establishing OHMDwith LSVP as a promising approach for on-the-go
video learning, one aspect of LSVP needs further research. Several participants in Study 3 found the digital
handwriting feature in LSVP to be unsuitable for reading text in videos while walking. "Seeing some words on the
OHMD was quite tiring because the handwriting was not very legible" (P6). Surprisingly, this issue did not arise
in Study 2, even though the same style of digital handwriting was used. One possible explanation for this is that
Study 2 users did not encounter the more complex mobility tasks tested in Study 3. However, when faced with
more complex navigational tasks, their cognitive bandwidth reduced and magnified the legibility issue. Thus, we
conclude that legibility and clarity needs further consideration for the LSVP style of video presentation.

Looking forward, we envision a future where on-the-go video learning can be more seamlessly integrated into
our daily lives, with on-the-go video designs such as LSVP that support OHMD as an output platform. Below we
delineate the LSVP design based on the cumulative findings from our studies.

9.1 Layered Serial Visual Presentation (LSVP)
In the pilots and multiple controlled studies conducted in this paper, we encountered several desirable properties
that educational videos must possess in order to be better suited for on-the-go video learning. Here, we consolidate
these properties into two sets, which taken together form the LSVP style .
The first set of properties primarily focuses on how the video content must be presented to improve users’

recall/recognition abilities. In particular, the information should appear sequentially so that users’ visual attention
is guided effectively, and it must be strictly preserved on screen after it appears to reduce the temporal load on
the working memory. In preserving the content, however, the information density needs to be controlled (by
limiting the number of elements introduced in the video) so that all information can be retained on the screen
without causing visual clutter.

The second set of properties concern the characteristics of the video content that complement the see-through
properties of the OHMD, facilitating path navigation. For this, the background of the video needs to be made
transparent. Such transparency, however, can affect the color contrast of the video content with the environment.
Consequently, the contrast of the video content needs to be adjusted and enhanced to ensure relative clarity
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over the environmental background. To further enhance clarity, it is also advisable to use legible fonts that make
reading text easier.
To convert an existing learning video designed for viewing on the desktop or phone platform into the above

LSVP style suitable for on-the-go viewing on OHMD, we recommend the following steps for designers:

Step 1: Use short learning videos. In the case of longer videos, consider logically chunking the video to durations
of 6-8 minutes or less.
Step 2: Add each piece of information (text/diagram) sequentially on the screen and allow it to persist on the

screen for the entirety of the video.
Step 3: Modify the background of the video to make it transparent and discard any fill colors in diagrams.
Step 4: Recolor text/diagrams by increasing the contrast and shadow properties using color correction tools.
Step 5: Use more legible text and symbols, and avoid digital handwriting that can be difficult to read at a glance.

10 LIMITATIONS & FUTURE WORK
While the heads-up and see-through nature of an OHMD can be beneficial for path navigation and learning,
heads-up displays, in general, have been reported to reduce the user’s situational awareness in several scenarios
due to attentional tunneling [15, 17, 41, 57]. This issue is also relevant to OHMDs, which require users to switch
their attention between different depth planes in order to focus on the content and environment [57]. Taking
this into consideration, we hope to use measures such as event detection to explicitly quantify the detraction of
situational awareness in different mobility scenarios in the future.
Our current analysis assessed the efficacy of on-the-go video learning on acquiring fundamental recognition

and recall skills suggested in Bloom’s taxonomy [36]. In the future, however, we are interested in understanding
how well our findings can be translated when higher levels of learning objectives such as "understand" or "apply"
are being considered. Moreover, it would also be exciting to know whether our results are extendable to other
subject domains such as mathematics and physics.
Another limitation of our study is its restriction to indoor environments. This design choice was intended

to avoid visibility issues on the OHMD that occur due to natural lighting [21]. Although this limitation was
partially mitigated by designing the mobility tasks to reflect realistic mobility scenarios, we hope to overcome
this limitation in the future by considering how our proposed approach can help users learn in real commute and
transit situations. This can also shed light on how users prefer to pace their learning in these scenarios, which
can help the design of intelligent context-aware on-the-go video learning systems.

Lastly, although our results are significant, the sample size of participants considered in our study is moderate.
Furthermore, our studies only included participants between the age of 18 and 29.While this is a representative age
group for the activity under consideration, it limits the generalizability of our findings. To further strengthen our
claims, we hope that future research can replicate our results with more diverse user groups, thereby preserving
the scientific integrity of our findings.

11 CONCLUSION
In this work, we developed an OHMD-based system that enables video learning during users’ idle time, such as
while walking during commute or transits. Understanding the limitations and need to improve users’ on-the-go
video learning experience based on a thorough qualitative study, we conducted empirical studies to identify
presentation techniques that can be used to redesign and adapt existing videos to meet the needs of on-the-go
learning on OHMDs. Moreover, we compared our proposed solution against the current phone platform in a
variety of realistic mobility scenarios, and found that OHMD can be a promising tool for on-the-go video learning.
Our results suggest that OHMD, with an adapted video design that sequentially presents and persists information
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after it appears, can help improve users’ fundamental recognition and recall skills as well as their walking abilities,
better than phones. Our findings contribute to literature on mobile learning and on-the-go multitasking, and we
discuss how future videos can be designed to support on-the-go video learning on OHMD.
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