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In this article, we present a novel application domain for human computation, specifically for crowdsourcing, which can help in understanding particle-tracking problems. Through an interdisciplinary inquiry, we built a crowdsourcing system designed to detect tracer particles in industrial tomographic images, and applied it to the problem of bulk solid flow in silos. As images from silo-sensing systems cannot be adequately analyzed using the currently available computational methods, human intelligence is required. However, limited availability of experts, as well as their high cost, motivates employing additional nonexperts. We report on the results of a study that assesses the task completion time and accuracy of employing nonexpert workers to process large datasets of images in order to generate data for bulk flow research. We prove the feasibility of this approach by comparing results from a user study with data generated from a computational algorithm. The study shows that the crowd is more scalable and more economical than an automatic solution. The system can help analyze and understand the physics of flow phenomena to better inform the future design of silos, and is generalized enough to be applicable to other domains.
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1. INTRODUCTION

Intelligent systems will be developed more quickly by first creating crowd-powered systems before gradually moving to fully automated solutions [Bigham et al. 2014]. Accordingly, pushing the scope of problems solvable with crowdsourcing implies (a) engaging with expert crowds, (b) embedding needed expertise in the tools that nonexpert crowds use, and (c) using a flexible combination of the two approaches. Inspired by previous work [Cooper et al. 2011; Lasecki et al. 2012], we know that crowdsourcing can be used to help analyze large amounts of scientific data instead of assigning these time-consuming tasks to experts with higher costs and limited availability. This kind of participatory science is a promising new application domain for crowdsourcing. A notable example is the Foldit\(^1\) project, which has developed a game wherein nonexperts help scientists figure out how proteins fold, which is important for understanding how to target them with pharmaceuticals. Eiben et al. [2012] and several others have successfully carried out and published research using Foldit. In this article, we focus on how crowdsourcing may assist particle-tracking methods. These methods have been extensively studied in the domain of analyzing fluid flow, based on determining the velocity vectors of moving particles. Our case concerns the flow of dense bulk solids in closed, opaque containers—an industrial application for which flow can be monitored using X-ray imaging. We expect that our work can inform a larger spectrum of problems under investigation, specifically those using the measurement techniques of Particle-Tracking Velocimetry (PTV), Particle-Imaging Velocimetry (PIV), and process tomography [Grudzien et al. 2012].

Bulk solids have significant bearing on industry and society, in which accurate design guidelines for silos and process flow are crucial to efficiency, safety, and sustainability. Bulk solids are mainly foodstuffs, construction materials, and pharmaceuticals, while approximately 60% of industrial solid materials are stored, transported, or processed as bulk solids [Seville et al. 1997]. There are a number of problems with silo utilization, from uneven flow to blockage to silo collapse. These eventual disasters caused by uneven flow lead to major environmental and economic impacts due to the waste created. Bulk solids experts [Schulze 2008] state that approximately 1% of silos collapse, which is a serious problem considering their widespread use.

Despite many years of scientific work, the physics behind bulk solid flow still requires more understanding. New measurement techniques have been introduced and more computer-processing power is needed. These developments allow the detection of tracer particles, introduced to the mixture of bulk solid; by using tomographic imaging to monitor their trajectories, the general flow of all particles can be derived. The movement of these tracers can be captured while the solid flows out from the silo, allowing experts to study what aspects of a silo’s geometry or material properties affect flow. However, the resulting 2D tomographic images are challenging to interpret due to their low quality, and the reconstruction of tracer-particle movements in the images is tricky and laborious since thousands of images must be interpreted. Grudzien and Hernandez De La Torre Gonzalez [2013] showed that algorithms, even when made with careful parametric choices, still do not produce sufficiently good results when

\(^{1}\)http://fold.it/portal/info/about.
analyzing images. From that experiment, they found it challenging to achieve even 50% precision by algorithm. The reason may be that some particles appear deformed or blurred in the captured images because they are in motion, thus increasing automatic recognition difficulty. On the other hand, experts can determine movement patterns quite reliably by reading these images. However, such a solution is very tiring, and reading thousands of images does not, in itself, result in a better understanding of flow phenomena—trajectories must be further analyzed after being tracked. Since experts must spend time performing deeper analyses and research rather than recognizing particles, we propose that nonexperts could also perform this task. We conducted a user study crowdsourcing the image recognition tasks, resulting in around 70% precision—much better than the automatic algorithm results.

In the context of this article, experts are defined as researchers with experience and understanding of the mechanics behind bulk solids and industrial process tomography, with more than 4yr of experience. We have engaged and worked closely with a group of such experts, who provided us with the problem space along with related materials. We have developed the crowdsourcing system in response. Nonexperts are defined as laypeople who have some experience with scientific subject matter and can interact with images using a computer interface. Both experts and nonexperts worked with the crowdsourcing system in the same way, but the experts also verified the work of the nonexperts to see if the proposed system was sufficiently accurate for analysis. These experts thus both informed and participated in our study.

We used this system to investigate ways to organize expert and nonexpert workers with directive crowdsourcing [Bigham et al. 2014], an interface that guides human computation toward a specific goal. It assists in analyzing the tomographic images, resulting in detailed data about the physical properties of bulk solids, which can inform design improvements for silos. In the future, enough data gathered from this process has the potential to inform a fully automated system—for example, the data can be used as a training set for artificial intelligence–based pattern recognition algorithms. We investigate whether people are effective at analyzing both fast and slow flow speeds, and establish a system of redundancy that allows for more iterative rounds of the analysis procedure. Since missing data from each particle that goes unrecognized may increase the probability of a collapse, we want to find out how many iterative rounds will balance the results and the human resources.

Our work presents four contributions. First, we have identified a novel application domain for human computation, specifically within the study of crowdsourcing. It is a unique approach that helps to solve a problem to date not fully understood [Schulze 2008]. We suggest ways to engage with both expert and nonexpert workers to achieve effective human analysis of tomographic images. Second, we have realized a crowdsourcing system design and its application, and present early insights for strategies to combine image-analysis results. Third, we conducted a computational analysis that compared the crowdsourced results against an automatic algorithm. We demonstrated that using human computation in this case was more effective and efficient, validating the results and effectiveness of the crowdsourced solution. Last, we contribute insights from this study that investigate an example problem from the research domain. We support the second contribution by proposing a generalization of our system (Figure 1) that may be scalable to other domains for which crowdsourcing workflows may apply. We believe that the system has potential applications in a number of industrial and medical research applications, especially when we deal with a sequence of images. We also present strategies to organize workers for this specific task and examine how such a crowd behaves in the given setting, what factors affect their performance, and their subjective assessments of the task.
Fig. 1. Overall workflow, from left to right: Silo is filled with material mixed with tracer particles. Tomographic images are taken of the silo flow as it is emptied, images are sent to the web interface for analysis by nonexpert workers, then expert workers verify the analysis.

2. RELATED WORK
Understanding the problem at hand and how to best approach it involved reviewing a variety of research from different fields. The starting point was the human skill of visual recognition, and how it can be employed in human computing to solve problems in which computers struggle. Next, we drew upon research on the concept of crowdsourcing and how it can be applied. Utilizing knowledge and experience from these fields, the next step was to research the specific problem of bulk solid flow in silos after consulting experts in process engineering and industry. We reviewed research on flow imaging and analysis as well as on detection of slow-moving phenomena to inform this study and its design.

2.1. Flow of Bulk Solids
Bulk solids are materials made up of solid particles, such as powders, granulates, and grains. They are generally fairly slow moving due to being stored in large volumes. The handling and transportation of bulk solids is important to society; thus, the problem-free operation of bulk transport and storage systems is crucial. When transported between places, bulk solids are stored in silos on trucks, and transport within a factory flows between large hoppers of various kinds. Solids must flow between all of these different containers in a safe and efficient way. In almost all cases, material is meant to flow from the top of the silo to the bottom; similar blockage problems occur across all methods. A common example of blockage is the formation of stagnant zones of nonflowing material on the interior walls of the silo (Figure 2(b), right), reducing throughput and storage capacity as well as allowing product such as food to spoil.

According to Schulze [2008], many silos and hoppers are not built or engineered with the physical properties of particular solids in mind. This results in several problems, such as flow obstruction, fouling, or unwanted separation. In the worst cases, silo damage and collapse occur, which can amount to disaster for large volumes (Figure 2(a)). These problems have a widespread effect across industries regardless of the volume of solid, as [Schulze 2008] notes that the mechanical processes of flow that affect bulk storage are basically the same, independent of scale.

Research into the design of silos and hoppers has not developed sufficient guidelines to address every possible operating condition. Combined with the wide variety of properties of bulk solids, monitoring and experimenting become important methods for understanding flow phenomena in order to determine the best possible silo design for efficient, trouble-free, and safe flow. Data from experiments, combined with proven design methods, can determine the most appropriate geometry for bulk solid storage and transportation [Schulze 2008].
Fig. 2. (a) Silo collapse spilling several tons of barley over railway tracks. Photo used with permission.
(b) Example diagram of two silos: On the left, we see a silo exhibiting a flow that is typically preferred. On
the right is a silo exhibiting a more typical “funnel flow.” The reason for the formation of the stagnant zones
of bulk solid (right, dark orange areas) is poorly understood, and the processes causing it are thought to lead
to further and more complex flow problems. This is caused by incompatibility between the design of the silo
and the flow properties of the bulk solid, leading to spoilage, reduced efficiency, and mechanical stress on the
silo. Appropriately designed silos would allow for a more efficient flow, resembling the example on the left.

Babout et al. [2013] developed a method for analyzing bulk solid flow properties in
the laboratory using a small silo subjected to X-ray tomographic imaging. The silo is
filled with a bulk solid as well as numerous tracer particles that are more absorbable
to the X-rays, making them more visible on the resulting images. By monitoring the
position of the tracer particles traveling over time through the silo, one can detect
trends in the movement of the bulk solid and therefore its flow properties. The particle
trajectories are most interesting to experts; deviations to the trajectories have the
potential to inform the science of understanding bulk solid flow. The example images
in Figure 3 show cross-sections of silos filled with grain, with large tracer particles
mixed in to track the downward movement of the material. Since these properties are
generally independent of scale [Schulze 2008], a small silo may provide enough data to
inform the design of a full-size storage and transport system. However, as described in
the introduction, the detection of the tracer particles in the images is difficult and time
consuming. Albaraki and Antony [2014] examined how the internal angle of hoppers
affects bulk flow. In their experimental studies, they used PIV. They suggested a PIV
technique to study granular materials as a way of not having to use any tracer particles,
thus avoiding tomographic imaging.

Our work is relevant for a number of possible particle-tracking techniques, as it
is independent of acquisition and processing modality. We aim to deliver solutions
useful for the investigation and understanding of flow in complex multiphase phenom-
ena currently investigated using PTV, PIV [Chung et al. 2010], process tomography,
or Multiple-Particle Tracking (MPT) [Meijering et al. 2012]. These are relevant for
research in fields such as biology, medicine, biomedicine, engineering physics, and
chemical engineering.

2.2. Slow-Moving Phenomena
Crowdsourcing data has benefited the understanding and monitoring of slow-moving
processes. For example, Lu et al. [2014] showed how crowdsourcing may work in pace
with landslide monitoring; similar works have followed in related fields [Meissen and
Fuchs-Kittowski 2014]. In ecology, the employment of people to validate scientific data
Fig. 3. Example tomographic images of trajectories in laboratory silos. Each horizontal series here—loose and dense—consists of the same respective images post-rendered in different ways to help the reader’s understanding. The loosely packed particles that flow rapidly are difficult to track, while the dense particles have a higher contrast and are thus easier to track. Note the different patterns of stagnation on the inner walls of the silos. From left to right, the post-rendered images show: tracer particle trajectories shown in white; inverted image to reveal overall structure with stagnant zones; and a high-contrast image with illustrated silo outline, where tracer trajectories are shown in red and stagnant tracers are blue.

has also been examined [Bonter and Cooper 2012]. In FeederWatch, a continent-wide bird-monitoring program, a data-validation protocol was designed to increase researchers’ and participants’ confidence in the data being collected. In medical-image analysis, Eickhoff [2014] recently showed how “the comparably cheap results produced by crowdsourcing workers can serve to make experts more efficient and more effective at the same time.” In short, crowdsourcing image analysis can allow medical experts more time to engage in activities such as treatment and research, rather than time-consuming repetitive analysis. Even with traffic monitoring, crowdsourcing has proven to be helpful in understanding the complexity of traffic congestion and related events [Artikis et al. 2014].

2.3. Crowdsourcing and Human Computation

Quinn and Bederson [2011] defined human computation partly as (a) computation problems that may one day be solvable by computers, and (b) computational processes that direct and assist humans to complete computational tasks. They emphasized the differences and commonalities between human computation and, for instance, crowdsourcing, social computing, and data mining. Crowdsourcing seeks to replace traditional or expert workers with workers from the general public recruited via open call [Quinn and Bederson 2011], thus can be used as a tool to employ nonexperts to provide computational skills to interpret data. Given the limitations of computers and algorithms, such an approach would offer a significant contribution to applications for which traditional data mining is insufficient. A crowdsourcing system may be expected to produce enough data to allow for better understanding of the processes involved and the creation of a fully automated system further down the road [Bigham et al. 2014].
In this context, Quinn and Bederson also provided a classification system for identifying different uses of human computation. In one of their examples classed as quality control—the Foldit protein folding game—they showed how players used a graphical interface to predict the folding of protein structures [Cooper et al. 2011]. In a second example—the ESP Game—human visual recognition skills were employed to validate answers provided by multiple contributors. In our own related but unique work, we developed a web interface leveraging people’s innate visual recognition skills in order to enable a task that is not yet possible with computer algorithms. Like the Foldit game, our system also helps solve a real-world problem, for which detailed data is required to design appropriate solutions for bulk storage and transport [Schulze 2008].

In our work, following the classification developed by Quinn and Bederson [2011], we can describe our system as being about visual memory and sensitivity skills, supported by a system of redundancy—multiple answers for the same tasks are compared against each other, by both the machine and expert workers—weeding out mistakes and poor work. It could also be classed as an output agreement, in which completed tasks are accepted only if a group of users (in our case, experts) can agree on quality. The process order moves from the requester to the worker and then to the computer, which processes. There is a many-to-many task request cardinality, with several workers (either expert or nonexpert) working on each of several images [Quinn and Bederson 2011].

2.4. Recognizing Visual Changes

Though tricky, marking details and movement in the tomographic images of the silos is manageable enough for people to do. From our collaboration with tomographic imaging experts, we know that humans are equipped by nature to understand and remember the continuity between images. However, understanding changes and remembering continuity presents challenges that computer vision cannot currently solve. In a series of images, when a tracer particle appears distorted from one image to the next, a computer-vision system cannot maintain the continuity of the particle. According to the tomography experts, this is because the computer cannot know that the particle from before has distorted. It either registers it as a new particle or does not register it at all due to the fact that the particles, while they are physically spherical, may not appear spherical, a different shape than the computer was programmed to recognize. This would also be a problem if particles appear too close together. The human capacity for sensitivity can quickly understand the “story” of the particle’s movement. Simple as that may seem, it involves the complex workings of the visual short-term memory system and the understanding that shapes can change. Humans have the ability to keep something in mind after it disappears, and to detect change and compare to the memory of the original, especially over the short term [Sligte et al. 2010]. While considerable research has been made over the years about how this process works in humans, current computer technology is unable to offer better performance than human computation. Simulating the neural networks and visual recognition of humans is in the experimental stages and currently not available for commercial use [Merolla et al. 2014]. However, gathering enough accurate data may help inform the design and training of an automated computer-vision system.

3. SYSTEM DESIGN

This section presents the tools developed for our experiment: the crowdsourcing system and the automatic algorithm for processing tomographic images. First, we introduce the crowdsourcing system.
3.1. Crowdsourcing System

The crowdsourcing solution presented in this article was developed through a user-oriented design process in which four industrial process tomography experts were in constant contact with the design team. The inquiry began with semistructured interviews with two of the experts. The scientists explained the nature of their work and the variety of methods that they use to process tomographic images from silo models. Next, we proceeded to gathering requirements, scheduling four sessions with the experts. These interviews helped identify the target task and which datasets to use. Initial interface prototypes were discussed with the experts in two additional sessions.

We designed and implemented a crowdsourcing system\(^2\) structure for analyzing images that operates in four stages (Figure 4). To start, the requester (whoever needs work done) uploads a series of images to a core server (1). The core creates one or more tasks for each received image and saves them in the database (2.1). At the same time, the core informs a queue server of these tasks by their tickets (2.2). The queue server then selects available workers, notifying them with a task ticket (2.3). After the worker receives the ticket, the worker requests the task from the core (3.1), and the core retrieves the task from the database (3.2), sending it to the worker (3.3). After finishing the job, the worker submits the results back to the core (4.1), which then updates the images database entry accordingly (4.2). Multiple workers will work on the same task, independently of each other. After all tasks for an image are finished, the results can be viewed by experts for verification.

This overall workflow is generalized enough to be scalable to other domains. With enough crowd work and expert verification, it is possible to produce a large amount of accurate data. As suggested by the experts, this data may be used to train and develop a system of computer vision to fully automate a task. This is in line with the statement of Bigham et al. [2014] about intelligent systems, as mentioned in the introduction.

3.1.1. Web Interface. Our interviews with the tomographic-imaging experts informed our decisions about what to include and pay attention to in the crowdsourcing interface. When marking tracer particles in each frame, a worker using the interface (Figure 5) double clicks to mark a new particle with a red circle, as shown in the figure, drags to

---

\(^2\)The core server is built in the Spring Framework (version 3.2). We used Mongodb (version 2.4.9) as our database and developed the queue server with Redis (version 2.4.8) and Socket.io (version 0.9.11) to make task ticket queuing and to push new tickets to the workers. By using Mongodb, which is a NoSQL database,
adjust the position of a mark that has already been made, and single clicks to remove a mark. The worker then drags the marks to adjust their position to where the particle has been moved, and deletes marks for particles that have disappeared or left the silo. As the images are difficult and complex, workers are given the option to look at them using three brightness levels, changing visibility of different details in the images, as shown in Figure 3.

To better inform the interface, we conducted a pilot study with 5 nonexpert workers and asked them to rate the appearance of the marks after they finished their tasks. The results showed that all of them agreed that a circle was better, as compared to quadrant marks and crossed marks. The most common reason was that the particle was also a circle; thus, they could better see its distance to the edge of the circular mark. Four agreed that a red color was easy to recognize; they also suggested using a thicker circle to make it easier to see.

3.1.2. Task Design. In the experiment, frames are tomographic images uploaded from the requester server to the core server. A data set refers to a sequence of consecutive frames. Tasks are generated by the core server after it has received frames sent from the requester. Workers work on one task at a time, identifying and marking all the particles in the image shown to them in each task. The task design consists of three aspects: interaction elements in each task, control flow of all tasks, and aggregation.

Interactions define the operations that workers can perform when completing tasks. They are: double click to draw a circular mark around a tracer particle, single click to remove a mark, and drag to move marks. The system records all mark coordinates and submits them to the server for later processing.

Control flow defines how tasks are organized throughout the process. We define two tasks as being sequenced if they have dependency relationships and as being paralleled if they are independent. To start, the first task for all frames is sent to workers. In the we can easily adjust the data structure to change the system to complete different tasks. By using Redis, we can customize the priority of the tasks and control the order of tasks sent to workers.
first round, workers will either see an image without marks (if no frame's first task has been completed) or an image with marks (from the nearest frame in the series that has had its first task completed). In the former, workers add marks to the images. In the latter, the marks will have a large offset in relation to the particles, since particles move (or disappear) between frames. Workers must thus adjust the accuracy of the marks. Among all tasks in the first round, the tasks are sequenced since the initial particles shown in a task are based on previously accomplished tasks.

After all first tasks are completed, the second tasks for all frames are sent. In this second round, workers will see the marked images from the first tasks of their respective frames. Most marks will be accurate, with only a tiny offset. Here, workers review marks from the previous round. Subsequent rounds repeat the second round over and over until all tasks are completed. In the second and subsequent rounds, tasks are sequenced among two rounds and paralleled within each round.

**Aggregation** is a step merging particles marked in the tasks to particles in the frames. We applied a machine algorithm to aggregate results from task \( n \) to \( (n - 1) \) of the same frame: (1) for each mark \( x \) in task \( n \), find its closest mark \( y \) in task \( (n - 1) \); (2) if their distance from each other is smaller than a threshold (equal to the average radius of the biggest three visible particles), merge mark \( x \) and \( y \) to a midpoint; (3) if their distance is larger than the threshold, save mark \( x \) as a new mark of the frame. This approach will produce particle data in each frame and reflect the trajectories of the tracer particles in the dataset, as shown in Figure 9.

### 3.2. Algorithmic Approach for Automatic Tracer-Particle Detection

The image processing algorithm was based on the well-known Hough Transform (HT) [Hough 1962; Mukhopadhyay and Chaudhuri 2015], modified for circle detection [Yuen et al. 1990]—CHT, with a gradient-based detection kernel [Atherton and Kerbyson 1999]. During preliminary analysis, other HT-based methods such as RCD [Chen and Chung 2001] or RHT [Xu and Oja 1993; Xu et al. 1990], along with non-HT methods such as genetic algorithms [Ayala-Ramirez et al. 2006] were considered.

Past work in the area [Grudzień and Hernandez De La Torre Gonzalez 2013] indicated that design of any algorithm addressing radiography particle tracking is highly constrained by the need to produce visually meaningful data for further analysis, the intricacies of the measured material (the X-ray absorption rates for sand are relatively very high), and the measurement setup. In an X-ray system for measuring the silo discharging process, in which the granular material is sand, X-ray radiation by flowing material is very high. Even accurate empirical selection of the X-ray system parameters (current and voltage settings on the X-ray tube, exposure time, magnification, and field of view) cannot ensure high signal-to-noise ratio (SNR) in radiographic images. Improvement of SNR could be easily achieved by, for example, increasing exposure time; however, such a solution increases blurring on the radiographic images as the result of gathering signals in time on the detector. The proposed methodology (based on HT) appears to be the optimal approach to detect particles given the characteristics of the data obtained. Other types of algorithms often require binarization during image processing. The low SNR level of the radiographic images leads us to the conclusion that any approach requiring binarization is simply too expensive in terms of intensity information loss. Figure 6 shows an example set of enlarged images of a single observed tracer particle (a metal ball, i.e., an X-ray absorbing material) and their contrast with the background.

The HT required significant modification to process the radiographic images to offer optimal methods for particle detection. We adapted the algorithm accommodating the additional information provided by the physical aspects of the registration method. First, the metal balls used in the experiment have equal radii. Any negligible size
Fig. 6. Typical shapes of particles that can be found in the loose flow (top row) and dense flow (bottom row) datasets. The images were obtained during flow experiments. Images are enlarged with no pixel approximation method (or nearest neighbor). Note the low SNR of the images, which effectively limits the variety of applicable detection algorithms.

Fig. 7. An intensity profile (a) obtained along the red line, as shown in (b).

variation from an analysis point of view observed in registered images is caused only by perspective projection, in which the distance between particle and X-ray sensor plays an essential role. Second, particles appear not as a solid objects (circles) but rather as an intensity ring, in which the intensity is radius-dependent, as shown in Figure 7. This can be considered as registering pseudo-gradient images, since the X-ray intensity at the sensor is the inverse of absorption of the material along the emitter-sensor ray.

To account for these insights, we have chosen a method of size-invariant kernels for circle detection [Atherton and Kerbyson 1999], which allows configuring the degree of size invariance. This reduces the classical CHT parameter space to two dimensions and can be implemented as convolutional filtering. Another important aspect of the applied algorithm was the image preprocessing step. Each image fed to the HT algorithm was preprocessed in order to normalize differences in the insensitivity between the silo wall area and the center of the image. During the normalization procedure for each point in an image, a pair of values (minimum and maximum) was determined. These values were obtained by averaging a set of frames for a full silo (before adding tracer particles) and for an empty silo (after the discharging process). This allows us to reduce the intensity distribution in the X-ray images, along with the perspective projection distortion related to the size of the X-ray emitter, the silo, and the X-ray detector.

It is worth mentioning that the algorithm does not use temporal information about particle position in previous radiographic images. It may appear that considering the temporal aspects of particle position should produce higher algorithm performance; however, two physical aspects of the registration method limit the utility of such a
method. In fact, incorporating the temporal aspects of the data may cause errors in result interpretation. Due to low SNR in radiographic images and the fact that our analysis is limited to the 2D view (without 3D reconstruction) of granular material distribution in the silo, the particles may disappear from radiographic images at some time points. It is possible that, on the path between the X-ray source and detector, the changes in sand distribution and/or concentration cause high X-ray absorption, such that tracer particles would no longer be visible on the radiographic images (i.e., the SNR level would be too low for detection, but the physical metal balls would still be present in the sand mixture). Moreover, changes of particle position in 3D space cannot give us, for such a measurement methodology, any information about particle movements because the images are acquired in 2D. Consequently, our approach ignores the temporal aspect of the data in order to ensure the best possible precision.

4. METHODOLOGY

After the two systems were implemented, we proceeded to conduct their evaluation. Our evaluation strategy consisted of four activities. First, we conducted a study with nonexpert users in which they processed two different datasets at two different task-per-frame rates (i.e., the number of times that a single image is processed by the crowd). This enabled us to evaluate the feasibility of the technical solution, identify whether there are significant differences between the datasets in terms of human computation, and determine the adequate crowd effort to perform the task. Second, we conducted a study with expert users. In this activity, experts identified particles in two datasets to establish a near-to-ground truth for further comparisons. They also subjectively rated the results obtained from the crowd. Third, we compared the performance of the crowd system and the automatic algorithm using the near-to-ground truth produced by the experts. Last, we introduced a third dataset to test the scalability of both systems.

4.1. Crowd Study

We conducted an in-house experiment to evaluate the crowdsourcing system. In the experiment, we considered two factors. First, we specified two types of datasets—loose or dense—for which the material has different densities. The experts defined the two types as being more or less difficult to analyze, respectively. Second, we counted the number of tasks allocated and distributed per frame: three or six.

Thirty-two nonexpert participants from the university community (16 males and 16 females, all right-handed, age range from 22 to 44, $\mu = 29.5$, $SD = 5.2$) were recruited. Two of the expert participants who had previously informed our study were also recruited. A between-subjects design was used with the group of nonexpert workers. We made a sequence of tasks with both the loose and dense datasets, and small and large numbers (three and six) of tasks per frame. It was counterbalanced, with four conditions, in the following order: 3-dense, 3-loose, 6-dense, and 6-loose. For example, the first group of nonexpert workers did tasks using a dense dataset and with three tasks generated for each frame. We had eight participants for each condition, who were tested in separate sessions each with different participants, making for a total of 32.

Previous work [Park et al. 2014] described alternative methods to organize training for crowdsourcing. At the beginning of the experiment, we gave participants a training session of ten tasks per participant, on average, to familiarize them with the interface and tasks. They were also provided instructions on paper with both text and images explaining what a particle is and how to use the system. The experiment leader went through all the instructions with the participants. After the training session, the participants knew how to interpret the images and process them efficiently.
In our design (excluding practice tasks) we had a total of two datasets—dense and loose—and two levels of task numbers—three and six—for each frame. There were 137 frames in each dataset, making for 548 frames in the study. There were 2,466 tasks in total. There were 51.375 tasks per person for the conditions 3-dense and 3-loose, and 102.750 tasks per person for conditions 6-dense and 6-loose.

We measured task completion time by average time taken for task completion (the interval between the worker receiving the task and pressing the “submit” button), accuracy of each frame (precision score and sensitivity score), and accuracy of identified particle trajectories (evaluated by experts). Since it is hard to objectively estimate the total number of tracer particles visible to the naked eye, an absolute ground truth is difficult to establish. However, we suggest employing a near-to-ground truth based on expert results of identifying the particles in the frame. After the experiment, participants were asked to grade their subjective experience on the NASA TLX scale.

4.2. Expert Study

In order to generate near-to-ground truth results for each dataset, we used results from four different tomography analyses. Two experts completed one task per frame of each dense-flow dataset, then evaluated the work of the nonexperts working on each loose-flow dataset. Two different experts did the same for each loose-flow dataset, then evaluated the nonexpert work on the dense-flow dataset. We generated only one task for each frame since the experts knew what to identify as particles.

The crowdsourcing system was used to gather data from experts. Before the experiment, experts performed the same training session as nonexperts had completed, with instructions and ten tasks per expert, which familiarized them with the system. In each session, an expert processed 137 tasks (excluding the training session). Afterwards, the experts filled out a questionnaire evaluating the quality of crowd work by judging the number and quality of the trajectories in the resulting images. Each dataset was processed by both experts. We asked them to identify the trajectories in each result image and to give a score between zero and ten to each image, zero being the worst and ten the best.

4.3. Comparison with the Automatic System

We now present how the automatic algorithm was applied and the methods used to compare the crowdsourcing system with the automated solution.

4.3.1. Apparatus. The algorithm for automatic localization of trace particles, based on HT as described in Section 3.2, was implemented in the MATLAB environment, as we found it suitable for fast algorithm prototyping. However, performance assessment is fairly coarse. For the MATLAB-based implementation, run on an Intel i3 3.3GHz, Windows 32b platform, the amount of time needed to analyze one image is about 1.6s. This implied that the algorithm was sufficient for a proof-of-concept experiment, especially taking into account the fact that on-line analysis is not required for bulk-flow process radiography.

The algorithm used the same input data as the crowdsourcing system—a set of subsequent TIFF images. It also provided the same output—sets of particle coordinates for each of the input frames. The full compliance with respect to format allows for fast comparisons. We used the distance between tracer particles identified by the crowd, the experts, and the algorithm to conduct the comparison.

4.3.2. Comparison Method. In order to further assess the feasibility of the crowdsourcing system, we conducted a comparative analysis. The results obtained by the crowd in various combinations were compared with the results obtained by the proposed
algorithm. The quality assessments for both classification approaches were based on the data obtained by the experts.

The performance of the crowdsourcing system and the algorithm were assessed using the methodology shown in Figure 8—a confusion matrix. Classification results obtained from the crowd and the algorithm were referred to the expert results (the assumed ground truth) and presented in terms of sensitivity, precision, and accuracy. A full confusion matrix cannot be computed, as identification of objects that are not particles is not the case in the presented research (there is no true negative cases).
Assuming that an incomplete confusion matrix for each of the frames of the measurement is computed for both the algorithm and the crowd, the following measures can be obtained (C denotes the crowdsourcing system and A denotes the algorithm):

- $TP_C$ (or $TP_A$): true positives—the total number of particles detected by the crowd ($TP_C$) or algorithm ($TP_A$) and confirmed by the expert;
- $FP_C$ (or $FP_A$): false positives—the total number of particles detected by crowd ($FP_C$) or algorithm ($FP_A$) and not confirmed by the expert;
- $FN_C$ (or $FN_A$): false negatives—the total number of particles detected by the expert, but not the crowd ($FN_C$) or the algorithm ($FN_A$).

A full confusion matrix cannot be computed, as the experts do not identify objects that are not particles. The relationship between $TP$, $FP$, and $FN$ and the total count of particles $P$ (their population) is defined as follows:

$$P_i = TP_i + FP_i + FN_i.$$  \hfill (1)

The index $i = A, C$, where A stands for the algorithm and C for the crowd (e.g., $P_A$ is the total number of unique particles detected in the expert-algorithm comparison).

The ground truth value (the total number of particles found by an expert in a given dataset) is defined as follows:

$$G = TP_A + FN_A = TP_C + FN_C.$$  \hfill (2)

Consequently, the following algorithm quality indicators can be defined for the incomplete confusion matrix and these measures. The classifier sensitivity (algorithm or crowdsourcing) $SENS$—also known as recall—defines the probability of the classifier detecting a particle confirmed by the expert.

$$SENS_i = \frac{TP_i}{TP_i + FN_i} = \frac{TP_i}{P_i}.$$  \hfill (3)

The classifier precision $PREC$ is defined as the probability of a particle detected by the classifier being a particle also identified by the expert.

$$PREC_i = \frac{TP_i}{TP_i + FP_i} = \frac{TP_i}{P_i}.$$  \hfill (4)

Finally, the classifier accuracy $ACC$ is defined as the probability of correctly detecting a particle, and can be used as an overall measure of the performance of this method.

$$ACC_i = \frac{TP_i}{FN_i + TP_i + FP_i} = \frac{TP_i}{P_i}.$$  \hfill (5)

A particle is treated as having been correctly detected by measuring the Euclidean distance between the detected points. For a given particle $x$ detected by the classifier, if a particle $y$ detected by the expert exists so that $d(x, y) < D$, then the particle is treated as detected. $D$ is defined as the average radius of the three largest particles obtained manually from the data set.

### 4.4. Evaluating the Scalability of the Solution

In order to test the scalability of the solutions, we introduced an additional dataset called 3-sandpaper (using images from a different silo type—a silo with a sandpaper wall, and generating 3 tasks per frame) and processed it both using our crowdsourcing system (with $n = 8$ participants) and the algorithm. A single expert was also asked to process the dataset. We reapplied the comparison method presented earlier to see how the two systems were affected by the dataset change.


5. RESULTS

This section shows the results of the four phases of the evaluation. First, we present the results of the evaluation of the crowdsourcing system. Next, we present how experts assessed the results produced by the crowd. Finally, we present the comparison between the automatic and crowdsourcing methods.

5.1. Crowd Study Results

For each condition, we could generate result images as seen in Figure 9. We also ran a two-way between-subject ANOVA for each dependent variable and calculated statistics on the frame level. This section presents the effects of varying the task-per-frame rates and the dataset on completion time and performance.

5.1.1. Task Completion Time. We measured the average time for processing each task; the average time for each frame is the sum of the average time of all of its tasks. We recorded the timestamp for when a worker received the task, and the timestamp for when the worker pressed the "submit" button. The interval was the time for processing this task.

We found a significant main effect of the dataset type on time $F_{1,544} = 9.04, p < .01$. Pairwise t-test (with Bonferroni correction) shows that processing each task in the loose dataset ($\mu = 67.89s, SD = 22.69s$) is significantly faster ($p < .01$) than processing each task in the dense dataset ($\mu = 74.12s, SD = 26.20s$). This suggests that nonexpert workers can process images in the loose dataset faster than processing images in the dense dataset.

There was also a significant main effect on the number of tasks for each frame $F_{1,544} = 10.63, p < .01 (p = .001)$. Pairwise t-test shows that, if we generate six tasks for each frame ($\mu = 67.62s, SD = 22.26s$), work is significantly faster ($p < .01$) than if we generate three tasks for each frame ($\mu = 74.38s, SD = 26.50s$).

5.1.2. Performance. In order to establish the performance of the system, we consider the precision score and the sensitivity score for each frame (Figure 10). Precision and sensitivity are defined as in Equations (4) and (3).

Fig. 9. Results from experiment comparing accuracy of trajectories between expert and nonexpert workers for both loose and dense flows, without eliminating particles that are identified by only one worker.
Fig. 10. Precision and sensitivity for the four experiment conditions. Note that, for the dense dataset, an increase in the number of tasks per frame yields better sensitivity, while the effect was not observed for the loose dataset. Error bars are .95 confidence intervals. The results on the graph are provided without eliminating particles that were identified by only one worker.

We assumed that expert results were near-to-ground truth results. The precision score of expert results should thus be approximately equal to 1.0, which means that every particle identified by the expert is correct. The sensitivity score should also be approximately equal to 1.0, which means that the experts identified all particles on each frame.

We measured precision and sensitivity scores for each frame completed by nonexpert workers by comparing its result to the corresponding frame result from the experts. Since the system has a feature to eliminate particle results that are identified by only one worker, we calculated the scores separately based on whether we would eliminate those results.

Without eliminating particles that are identified by only one worker, particle results will include every particle identified by the nonexpert workers. In this situation, there was a significant main effect of the dataset type on the precision score $F_{1,544} = 92.43, p < .001$ and on the sensitivity score $F_{1,544} = 746.98, p < .001$. Pairwise t-test shows that the results of the dense dataset ($\mu = .783, SD = .082$) are significantly more precise ($p < .001$) than results of the loose datasets ($\mu = .706, SD = .106$). However, the sensitivity of the dense datasets ($\mu = .630, SD = .089$) is significantly lower ($p < .001$) than that of the loose datasets ($\mu = .825, SD = .080$). Dense flow has a higher precision score than loose flow, meaning that workers are less likely to identify wrong particles in dense than in loose flow. However, dense flow has lower sensitivity scores, meaning that there are also more particles that are difficult for workers to identify.

There was also a significant main effect of task number for each frame on precision scores $F_{1,544} = 9.97, p < .01$ and on sensitivity scores $F_{1,544} = 6.95, p < .01$. Pairwise...
**t-test** shows that, if we generate 3 tasks for each frame, the precision score ($\mu = .757$, SD = .104) will be higher, but the sensitivity score ($\mu = .719$, SD = .141) will be lower than if we generate 6 tasks, for which the precision score is .732 (SD = .099) and the sensitivity score is .737 (SD = .115). With increasing task numbers for each frame and thus increased review rounds, the increases in sensitivity and precision scores are predictable. With more review rounds, more correct particles will be identified, while, of course, more wrong particles will also be identified. This result meets our expectation.

Finally, we found an interaction between dataset type and task number for the sensitivity value $F_{1,544} = 11.37, p < .01$. For the dense dataset, when the number of tasks for each frame is increased, the sensitivity value also increases from .609 to .652. However, for the loose dataset, with an increase in the number of tasks for each frame, the sensitivity value does not seem to change too much: from .828 to .823. We can see that the optimal number of tasks for one frame will be different based on different data sets. For the dense data sets, we can generate more tasks for one frame to get a better sensitivity, for loose data sets, three tasks are enough.

When eliminating particles that are identified by only one worker, we still found a significant main effect of data set type on precision scores $F_{1,544} = 63.17, p < .001$ and sensitivity scores $F_{1,544} = 661.56, p < .001$ and a main effect of task number of each frame on precision scores $F_{1,544} = 34.79, p < .001$ and on sensitivity scores $F_{1,544} = 14.94, p < .001$. Moreover, for both independent variables, if we eliminate the particles that are identified by only one worker, we can find an increase in precision but decrease in sensitivity. This is because, in the eliminated particles, there are both particles incorrectly identified by only one person and correct particles that are identified by only one person.

### 5.1.3 NASA TLX Results

All 32 participants completed the NASA TLX questionnaire [Hart and Staveland 1988] after the study (see Figure 11). The participants reported that the task was moderately mentally demanding (mean score of 64.00). Physical demand and time pressure were not perceived as problems. The participants reported that they performed the task correctly (mean performance score observed was 71.25). The task also produced a moderate level of frustration in the participants (mean frustration score was 60.00).
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Table I. Expert Evaluation of Datasets

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert-loose</td>
<td>3-loose</td>
</tr>
<tr>
<td>No. of trajectories</td>
<td>14</td>
</tr>
<tr>
<td>Score (out of 10)</td>
<td>9</td>
</tr>
</tbody>
</table>

Note: In (A), experts working on the dense dataset evaluated the results of the loose dataset; in (B), experts working on the loose dataset evaluated the results of the dense dataset.

In order to investigate whether the number of tasks or dataset type were affected by subjective measures as reported by the workers, we performed 12 Wilcoxon Signed-Rank tests with Bonferroni correction. The only significant result was obtained for dataset type and perceived performance ($p < .05$).

5.2. Expert Results and Feedback
There were two experts. The first expert worked on the dense dataset and was evaluated by the second expert. The second expert worked on the loose dataset and was evaluated by the first expert. Afterward, these two experts switched roles, and the same procedure was repeated. Also, each expert evaluated all results for both loose and dense datasets done by crowd workers. From Table I, we can see that the experts can find almost all trajectories from nonexpert results, with a difference of one to three trajectories, and that both experts gave high scores for nonexpert results. The expert evaluating the loose dataset even gave higher scores to the nonexperts' work. Finally, both experts said that the crowdsourcing results would help them very much with their work.

5.3. Comparison Results
Nine datasets were obtained to obtain the result of the comparison, products of comparing the observations by the two experts, the crowd, and the algorithm. We compared results for different material densities, different task-per-frame ratios, silo types, and the way that the dataset was presented to the experts. The following datasets are presented (X denotes that a dataset was available for experts A and B):

—3-dense-X and 6-dense-X: Image set from a smooth-wall silo filled with high-density material analyzed by expert A or B, the algorithm, and the crowd with low (3-*) and high (6-*) task-per-frame ratios.
—3-loose-X and 6-loose-X: Image set from a smooth-wall silo filled with low-density material analyzed by expert A or B, the algorithm, and the crowd with low (3-*) and high (6-*) task-per-frame ratios.
—3-sandpaper-B: Image set from a sandpaper-wall silo filled with low-density material analyzed by expert B, the algorithm, and the crowd with a low task-per-frame ratio. This dataset was used for additional scalability testing.

Table II presents the results of the comparison; relative quality measures for particle detection for the algorithm and the crowd were obtained using Equations (3) to (5). It can be observed that the accuracy index for the crowd outperforms the automatic algorithm in all cases. This is even true for an additional dataset (3-sandpaper-B), which was not available at the design stage for both the crowdsourcing system and the automatic solution.

An additional frame-by-frame analysis of the number of particles detected shows that, while the ground truth expert result shows a number of particles with low variability (e.g., for 6-dense-A, the experts found $\mu = 53.59$ particles per frame with $\sigma = 3.83$),

---

3We use the star (*) notation here as a wildcard, as in file names—*-B denotes all image sets with names ending with B.
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Table II. Comparison of Particle Detection Performance Between Our Crowdsourcing System and Our Automatic Algorithms

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PREC_C</th>
<th>PREC_A</th>
<th>SENS_C</th>
<th>SENS_A</th>
<th>ACC_C</th>
<th>ACC_A</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-dense-A</td>
<td>0.6157</td>
<td>0.2732</td>
<td>0.7841</td>
<td>0.7946</td>
<td>0.5264</td>
<td>0.2551</td>
</tr>
<tr>
<td>3-dense-B</td>
<td>0.9553</td>
<td>0.5261</td>
<td>0.4865</td>
<td>0.6581</td>
<td>0.4757</td>
<td>0.4132</td>
</tr>
<tr>
<td>6-dense-A</td>
<td>0.6337</td>
<td>0.2732</td>
<td>0.7741</td>
<td>0.7946</td>
<td>0.5489</td>
<td>0.2551</td>
</tr>
<tr>
<td>6-dense-B</td>
<td>0.9115</td>
<td>0.5261</td>
<td>0.5011</td>
<td>0.6581</td>
<td>0.4789</td>
<td>0.4132</td>
</tr>
<tr>
<td>3-loose-A</td>
<td>0.7833</td>
<td>0.4386</td>
<td>0.7387</td>
<td>0.4130</td>
<td>0.6133</td>
<td>0.2702</td>
</tr>
<tr>
<td>3-loose-B</td>
<td>0.8324</td>
<td>0.4437</td>
<td>0.7021</td>
<td>0.3736</td>
<td>0.6151</td>
<td>0.2544</td>
</tr>
<tr>
<td>6-loose-A</td>
<td>0.7795</td>
<td>0.4395</td>
<td>0.7122</td>
<td>0.4129</td>
<td>0.5928</td>
<td>0.2705</td>
</tr>
<tr>
<td>6-loose-B</td>
<td>0.8251</td>
<td>0.4440</td>
<td>0.6750</td>
<td>0.3736</td>
<td>0.5905</td>
<td>0.2545</td>
</tr>
<tr>
<td>3-sandpaper-B</td>
<td>0.6262</td>
<td>0.4578</td>
<td>0.2565</td>
<td>0.1759</td>
<td>0.2225</td>
<td>0.1456</td>
</tr>
</tbody>
</table>

Note: The two datasets from the crowd study are used along with an additional dataset that features a different experiment configuration. Results without eliminating particles that were identified by only one worker were used for the crowdsourcing system.

Fig. 12. The number of particles detected in each frame of the sample by the expert (blue), the crowd (green) and the algorithm (red) for the 6-dense-B dataset.

both the crowdsourcing system ($\mu = 45.25, \sigma = 7.22$) and the algorithm ($\mu = 18.15, \sigma = 4.89$) produced more variable results. This is illustrated in Figure 12.

6. DISCUSSION

We interpret the results of our experiment in terms of implications for crowdsourcing design. We also address the advantages of a crowdsourcing solution over an automatic system. Finally, we discuss future research based on our work.

6.1. Implications for Crowdsourcing

Task completion time measurements showed that the datasets perceived as easy by the experts received less attention from the nonexpert workers. This may be explained by the fact that the experts’ perception of the images is different than the nonexpert workers, due to the nature of the experts’ work. This result suggests an implication for the design of future systems, for which the images should be examined by nonexperts in prestudies to assess their complexity. A future complexity assessment, in turn, would be useful to determine the number of times that each image needs to be processed. While we observed a positive impact of increasing the number of tasks per frame on
the output quality for the dense datasets, such an effect was not observed for the loose datasets. This implies that, in future crowdsourcing system design, the difficulty of the datasets needs to be assessed and the parameters of the crowdsourcing method needs to be adjusted accordingly. When we combine this result with the subjective expert assessments of the crowdsourced results, one may wonder what could be the lowest number of tasks per frame that produce an acceptable result. This may be a key question for minimizing implementation costs if future systems are to be scaled up and eventually become training sets for AI-based solutions. Furthermore, one must not forget that, while an increased task-per-frame ratio may yield more accurate results and shorter per-frame processing times, it will still generate longer total processing times and, consequently, higher costs.

For the task of detecting tracer particles in tomographic images, we have shown that using crowdsourcing yields accurate results. We have gained novel insights about how to build a crowdsourcing system and how to organize the crowd for this specific task. In terms of their accuracy and sensitivity, we have learned how a nonexpert crowd behaves when using the proposed system and, with the given results, consulted the same experts as in the beginning of our investigation. They explained that the larger precision score for the dense dataset could be explained by the fact that the contrast between the funnel zone and the stagnant zones facilitates particle detection within the funnel. This may make nonexpert workers focus on the funnel zone, and thus miss particles in the stagnant zones. The loose dataset instead produced more uniform images, which led to them investigating the entire image, allowing for better sensitivity. The scores may also be affected by the fact that the number of particles between datasets is not equal. The experts noted that the number of particle markers in a given sample at a given time interval cannot be controlled, as the particles are combined with sand in an industrial mix.

The NASA TLX questionnaires completed by study participants indicated that the task was cognitively demanding. We believe that this is acceptable for such a proof-of-concept inquiry as presented in this article, but future solutions should seek to alleviate this problem. One solution could be to reduce the task-per-worker load and to make workers process a lower number of frames at a time. This, however, may result in lower accuracy, as workers will be less familiar with datasets and will not be able to capitalize on the visual memory capabilities unique to human computation. The nonexpert’s perceived performance measure correlated with the dataset type. This is an interesting result, as it was not reflected in task completion time measures. It is possible that different varieties of images produce a subjective impression of complexity on workers, which may not be reflected in objective performance.

We observed that the potential for using crowdsourcing for processing flow images was confirmed by the experts, with one even ranking the crowdsourced result as being more accurate than the expert’s own work. This shows that experts are eager to use the help of the crowd and are open to new solutions. It also confirms that we managed to find a problem space in which other methods have been exhausted, and that a proper crowdsourcing system can produce tangible solutions. Furthermore, the participants’ assessment of their own performance (as measured by the NASA TLX) corresponds to the expert assessment. In general, these results positively support using a workflow such as our own for the utilization of human computation in scientific-image processing. It may be generalized and scale to other domains for which a crowdsourcing workflow may apply.

### 6.2. Advantages of Crowdsourcing Over Automation

The results indicate that the crowd offers superior particle-detection quality compared to the algorithm. This can be observed in the difference between the absolute true
positive measures ($TP_C$ and $TP_A$) and by the indices relative to the total population count ($ACC$ in Table II). The crowd exhibits better performance in terms of precision ($PREC$) in all cases. This indicates that the crowd detects a larger fraction of true particles than the algorithm. With respect to sensitivity ($SENS$), the algorithm and the crowd produced comparable performance in the case of *-dense-A, which cannot be observed in *-loose-*. This difference can be attributed to the fact that the experts suggest that the quality of X-ray imaging is better for dense flow. A comparable level of $SENS_C$ and $SENS_A$ ($SENS_C$ and $SENS_A \geq 0.75$) indicated that both the crowd and the algorithm identified the majority of the particles observed by the expert.

The results for the sandpaper dataset indicate that the automatic algorithm is inferior to the crowdsourcing system in terms of scalability. We believe that the automatic system would require additional effort and modification to achieve a performance level similar to that achieved for the loose and dense datasets. This points to the conclusion that a crowdsourcing system may be preferred when there is high variability of the measurement images and/or the images come from many sources.

While we believe that improvements can be made to the algorithm, we have shown that it represents the current state of the art in the application domain. The algorithm is refined, having taken an estimated 100 hours of work from a computer science professional (PhD). Furthermore, the very nature of the experimental setup in industrial tomography implies that the algorithm would need to be modified each time a new experiment is conducted. Different experimental configurations produce differing values of contrast; thus, a possible automatic solution would require significant refinement. From an economical standpoint, the cost of development is thus significantly higher than the cost of processing the dataset with the crowdsourcing system. For example, for the 3-loose-B condition, the total cost can be estimated at $3 \frac{tasks}{frames} \times 137 \ frames \times \frac{0.033}{task} = $13.74. Furthermore, while the crowdsourcing system is scalable and designed to accept particle detection tasks in silos of many shapes and configurations, an automatic algorithm will need to be redesigned for each experiment. This process would also most likely include manual data preprocessing. Crowdsourcing work can begin immediately after the dataset is obtained, while the algorithm needs to be designed in advance and the employment of an image-processing expert must be scheduled. Taking these factors into account, there is a strong economic argument for applying crowdsourcing in this case.

6.3. Future Work

Looking at the results of our work, we find it justified to ask whether we can train people sufficiently so that the difference between expert work and nonexpert work will be negligible. If this would be possible, nonexpert workers could complete parts, or even all, of the workload carried out by bulk-solids experts in monitoring flow.

Worker motivation is another topic affecting our system’s workflow. For how long are workers willing to take part, and for what kind of compensation? Can they maintain long-term motivation? How can we design a system like the one proposed here in such a way that workers stay motivated? In earlier studies, motivational effects include gamification, competitive standing, nonmonetary points and rewards, reputation, community, and monetary compensation. In our studies, subjects received a small gift as compensation for their work. However, we also believe that alternative forms of motivation could work, having observed that many participants were keenly interested to know more about the actual problem being solved.

---

4This assumes an average Amazon Mechanical Turk wage of USD$2.00 per hour, according to Ross et al. [2010], and a task length of 60s.
We see two directions for conducting further system development. First, we see crowdsourcing as a potential way of producing extensive training sets for machine-learning systems. This can eventually lead to designing more effective algorithmic automatic systems.

Second, we see that there is a potential to use a crowd to verify and cross-check false-positive and true-negative particles initially identified by an automated solution. However, an extensive study is needed in order to determine whether the task of first verifying the particles detected by the algorithm and then looking for the ones missed by the algorithm would still be an effective and feasible way to tackle the problem. It may happen that such a complicated task would be easier for the crowd workers, but it may cause more cognitive load.

By applying our workflow, researchers will be able to effectively gather learning sets for enhanced AI-based solutions. Using this approach, artificial neural networks or fuzzy systems can be developed for automatic processing of tomographic images, especially for recognition of their important patterns. Moreover, data-mining methods applied to the gathered datasets, generated both by experts and nonexperts, can help in a thorough understanding of human perception of these kinds of images, leading to a possible enhancement of algorithmic procedures such as better image intensity conditioning or coping with high noise (low SNR).

Systems such as the one that we have proposed may be implemented in the future to learn how human users can pick out relevant details in images for which previous machine learning has failed. This would be in line with the development envisioned by Bigham et al. [2014]. The problem studied here might even be analyzed without any need for experts. If that should be the case, how many nonexperts compared to experts would be needed to average out errors caused by the nonexperts? If the number of nonexperts were too high, would it then be beneficial for society as a whole to use crowdsourcing? These particular questions require human insight.

7. CONCLUSION

In this study, we contributed the identification of a novel application domain for human computation, more specifically, for crowdsourcing—a system designed to carry out a study, providing insights on a problem from the research domain, in our case, industrial tomography. We developed a workflow to support the study allowing for the utilization of human computation in scientific-image processing, generalized enough to be scalable to other domains (Figure 1). We carried out a user study using this crowdsourcing system and found that task completion time and task completion accuracy were positively validated by expert review.

Furthermore, by developing and comparing against an automatic algorithm, we have validated the results and the effectiveness of a crowdsourced solution against other possible methods. We found that the crowdsourced approach (a) delivered results close to the near-ground truth (as provided by experts); (b) performed better than the algorithm quantitatively and in terms of not requiring adjustment to new images; and (c) is more economical in terms of both development cost and time saved for expert researchers to focus on the next stages of their work. Compared to the algorithm, the crowd offered superior particle-detection quality.

These results positively support using a workflow such as the one that we have proposed for using the crowd to analyze scientific images. The system is scalable and can handle detection tasks for silos of many shapes and configurations, whereas an algorithm would have to be redesigned in each case. Our system may also be generalized and scale to other domains for which such a workflow may apply.

We believe that our crowdsourcing model can be applied to image processing and pattern recognition in cases in which standard algorithms are not sufficient. Research
into the detection of tracer particles in tomographic images to date has been largely dominated by algorithmic and experimental work seeking to find computational solutions. But a classical approach does not necessarily lead to the best results or the best outcomes. Clearly, the process introduced in this article is simply one of many possible improvements, and we expect that our process will be further improved. Further exploratory work is needed to understand how to organize the work for expert and non-expert workers, as well as how this work meets the modality and pace of the task presented. Recent work clearly indicates that crowdsourcing will change the very nature of work [Bernstein et al. 2015] and adapting it to industrial needs emerges as a relevant challenge for computing. We hope that our work constitutes a step in that direction.
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